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1. Introduction

This book was written as course material for my course in Computer Graphics at
Linkdping University. There are many computer graphics books, including the

Hearn& Baker book [9] that was course book for our course for many years. That book is
excellent in many areas, low-level algorithms and splines in particular. However, the
amount of material that was missing for my needs kept growing, and whatever book | con-
sidered as replacement seemed to miss just as much. And they are all big books that don’t
dlip as easily into the backpack as they should.

And that is why this book was created: | wanted to create a small, portable book that you
can bring with you without any pain in the shoulders, and that fits the course well at the
same time.

1.1 Who should read this book?

Since this book is written for the course TSBK07 Computer Graphics at the University of
Linkoping, attendants of that course and similar courses are the target audience. That
means students at 2nd to 4th grade with some experience in algebra and programming.

The course does not demand any prior knowledge of computer graphics, so it will start
from the bottom. The tempo will, however, be pretty high.

1.2 What should you expect to learn from thisbook, and its cour se?

Computer graphicsisthe art of creating images from a description. You will learn how
computer graphics works, including the math and programming behind it. There will be
some 2D graphics agorithms, but most of the course is about 3D graphics, real-time
graphicsin particular. We will go reasonably far into the subject, including methods for
working with very large worlds, but more advanced topics are left for volume 2, “ So How
Can We Make Them Scream?’. Computer graphics has many applications, and we focus
on what | think is most challenging: Real-time graphics, including games. We focus on
modern hardware (modern GPUSs), and modern programming methods, which includes
shader programming.
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1.3 A few words about the past

Most of the book is based on my lecture material for the computer graphics course, much
of it first appearing in the " Devil in abook” supplements from 2000-2007.

The Computer Graphics course | am leading, currently with the name TSBK07 Computer
Graphics, has along history. It was started in the mid-80’s by professor Per-Erik Daniels-
son and associate professor Bjérn Gudmundsson. | attended the course as a student, so it
was my first formal training in computer graphics. | have been course leader and lecturer
for it since 2000. Asis natural for afast-moving subject like this, the courseis revised
from year to year. Thisbook is created as apart of that process. The changesfor 2008 were
larger than usual, important material moved down from the advanced course.

Thiswas agood time to write this book. | hope that | am offering a course and a book that
are fairly up-to-date and that cover the subject fairly well, for being afirst course on com-
puter graphics. And with volume 2, | believe we have a neat book set that covers much of
the essentials for graphics and game programmers.

1.4 A book using OpenGL, not an OpenGL book

Note that thistext is about computer graphics, not OpenGL or any other specific API.
OpenGL will be used for examples, but you are expected to have some other book for
learning OpenGL as such. Most books discuss OpenGL up to version 2.1 [4][5][2] How-
ever, we will aim at the more modern OpenGL 3.2.

The “OpenGL Programming Guide” by the OpenGL ARB. [1] isthe “red book”, one of
the three big OpenGL books that anyone who works seriously with OpenGL has. How-
ever, the current version is rather outdated at this time. Pick up a copy when it is updated.

Finally, this book tries to avoid any code that is heavily language- or operating system
dependent. Code examples arein C, but that does not mean that you have to use C, with or
without OO extensions (e.g. C++). There are other ways and | want to encourage you to
explore them. Operating system dependency is avoided, so what you find in this book
should work anywhere. Thereis no language or OS that is the only way.

So what you have here is a computer graphics book with focus on OpenGL and game pro-
gramming. Let us get started with chapter 3, a short chapter about some groundwork, sub-
jectsthat | hope most readers know about already. We start to get the speed up in chapter 4
and chapter 5, with chapter 6 being the chapter where we take off, in full 3D. What you
will find most interesting and enjoyable depends on you.

Some last words before |eaving the introduction. After therevisions, | hope most errors are
gone. But if you still find any, please let me know when you find them. | wish to give spe-
cia thanksto Richard Aklint, Arvid Kongstad and Kristofer Krus, who did exactly that,
and more than anyone else found and reported many of the errorsin the earlier printings.
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3. Graphicssystems

This chapter coversthe very basics. It starts with the question of what agraphics systemiis,
and why. Then we come to the question of what a pixel isand how the image is stored in
memory, how colors are represented and how you can access single pixels. Finally, | say a
few words about graphics libraries, including OpenGL.

3.1 Graphicshardware

Thefirst computer displays were hardwired for displaying text. Modern PCs still have
character display systems built-in, a feature with little meaning today, mostly used for
"safe mode” tricks, for primitive command-line work. But let us turn to graphics.

The minimal graphics system isacomputer with avideo controller connected to its system

bus:
@

Vid
CPU RAM conltr((j?er

Bus

FIGURE 1. A primitive graphics system

Either the CPU has to feed the video controller with data (an unwanted burden, mildly
speaking) or the video controller must access some part of RAM, where theimage is
located that it is supposed to display. If the video controller must do that over the system
bus, it will cause collisions where the CPU must wait.

A more efficient system is shown in the next figure. Here, we have dedicated VRAM, that
the video controller can access without collisions with the CPU.

Graphics systems 11



Video .
controller —' Monitor )

CPU RAM VRAM

Bus

FIGURE 2. A graphics system with dedicated VRAM

However, modern systems are usually equipped with a co-processor that takes care of
some graphics operations. It is called a Display Processor, Graphics Accelerator or Graph-
ics Processing Unit (GPU). Older graphics accelerators were either for 2D or 3D graphics.
Modern GPUs, however, are so good at both that you only need one.

Any modern desktop computer, aswell aslaptops, come with a GPU as part of their video
circuitry. At the time of writing this, the leading accelerators comes from NVidia (the
GeForce 500 series), with AMD (the Radeon series, formerly ATI) as the main competitor.
The development of these componentsis extremely fast, although the turbulence among
manufacturers seems to have calmed down and NVidiaand AMD have been the leaders

for some time now.
oo\r/1it(rj((Jalcl)er ‘/Monitor )

Displ
CPU RAM VRAM | processor

Bus

FIGURE 3. A modern graphics system

These steps through the development of graphics system has one thing in common: They
al work towards reducing the communication on the main system bus, and reducing the
CPU involvement in the graphics. On modern systems, it is possible to upload not only
textures but also geometry to the GPU, and much rendering can be done with fairly ssmple
control callsfrom the CPU. Furthermore, the on-board processing is highly programmable
by using shader programs, small programs computing certain parts of the graphics pipe-
line. We will return to that shortly, in chapter 3.7.2.

3.2 Image formats

The image buffer is generally one block of consecutive memory. The first pixel (typically
the top-left one) is stored at the first byte of memory. In some older systems the image was
separated into “bit planes’, so to draw one pixel, you had to look up three different places.
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Thisis not used any more. Rather, each pixel is stored as one small consecutive block of
memory. Thisis known as chunky pixels.

Memory

000000000 base +0

_ 00000000 base + 1
Pixels 00000000 base +2
00000000  base +3

OO0O00C00  base + 4
OOOOOCE - base +5
OOOOOOE0 - base +6
OO0

FIGURE 4. With chunky pixels, each pixel is onesingle chunk of memory

The pixel sizeis measured in bits, since it can be less than afull byte (8 bits). What pixel
sizethat is used has varied over time, and it varies with different systems and settings. On
early systems, one to three bits per pixel was normal, where three bits typically implied
that the system had separate bit planes. Nowadays, the most common setting isafull four
bytes (32 bits) per pixel. The table below lists the pixel sizes used for chunky pixel sys-
tems (modern systems). All these alternatives except 2 bits have been commonplace at
some time.

TABLE 1. Pixel sizes

Pixel size (bits) Number of colors Note I nterest
1 2 Mostly used for masking Some

2 4 Very uncommon even inthepast None

4 16 Almost non-existent today None

8 256 Always available, but avoided Some

16 Thousands “High color” Fair
24/32 Millions “True color” Standard
Up to 256 (4x64) Billions Floating-point formats On-board

Out of these, only the last are of much interest today, plus that 1-bit images are also often
used as masks or other kinds of binary data, often off-screen. 8-bit color (256 colors) is
marginally useful, as a minimum that you can safely demand, but new applications should
take advantage of 16- or 24-bit colors.

The first three depths are packed several pixelsin one byte, which isimpractical but space-
efficient. The 24/32 depth really only usesthree bytes (24 bits) for displaying the color, but
afourth byte is used to make the space required a power of two. That byte may be used as
alpha channel, used for transparency operations.

The last row represents capabilities of modern graphics boards which can work with float-
ing-point pixel data, which changes the picture altogether. Although output is still 24 bits,
the improved internal precision and range open new possibilities like high dynamic range
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rendering. These floating-point buffers support from 16 to 32 (or even 64) bits floating-
point numbers per channel, which means that the once “forever perfect” precision of 32
bits per pixel is being replaced by 128-256 bits per pixel!

A discussion of image formats could also deal with disk-based formats like JPEG and
PNG, but that it is mainly an image coding question. For graphics, disk-based formatsis
mainly a question of unpacking them into memory so they can be used as textures. | rec-
ommend libraries like libjpeg and libpng, or QuickTime, for handling this. Some formats
are so simple that you can easily write your own loader, but those formats are space-ineffi-
cient and mostly interesting for educational use.

3.3 Displaying color

Color is not the same thing as electromagnetic radiation frequencies, but a mapping of it.
The human eye senses color information with sensors with three different frequency inter-
vals, giving us athree-dimensional color space. If | claim that these threeintervals are red,
green and blue, then | am simplifying things alittle bit, but not too much really. The XY Z
color space, which is the true color space of the eye, is very close to RGB so we can con-
sider them identical most of the time.

S0, the eye detects three primary colors, red, green and blue. Linear combinations of these
form a 3D space, with al perceivable colors, including the secondary colors, that are com-
binations of two primary colors: cyan = green+blue, magenta = red+blue and yellow = red
+ green. Also, white = red + green + blue and black = zero in all three primary colors. We
note that yellow, which is often claimed to be a primary color in kindergarten, is not a pri-
mary color. So please forget what you were told in kindergarten, it is ssmply incorrect.

Maybe you know that your inkjet printer uses cyan, magenta, yellow and black?What you
have there arefilters that take awvay one color. Cyan removes red, magenta removes green,
yellow removes blue. Thus, mixing cyan and magentawill remove both red and green and
only leave the blue light reflecting from the paper.

So, color is best represented as a vector (R, G, B). The components should be floating-
point as far as possible, to avoid round-off errors, but once you reach the display, it is
likely to take integers, usually 8 bits per channel.

When the video controller displays a pixel, it will need to be translated to ared, green and
blue component, which isthen passed to aD/A converter. We can assume, for now, that the
D/A takes 8 bits per channel.

When using 8-bit color, the valueis passed to a color look-up table (CLUT), which returns
the three components. Thisis a mode that you rarely use today.

16-bit color is usually implemented as a fixed-color system, where a fixed number of the
16 bits are used for each channel. A color table is possible, but usually not used. Since 16
isnot divisible by 3, the number of bits used for each color varies. You may find 5-5-5, 6-
6-4, 6-5-5 etc. No matter what is used, the three parts must be separated (shifted and
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masked), and the missing bits are filled with zeros. Then we have three channels to passto
the D/A converter.

The 24-hit caseis al so fixed-color, and the most simple and comfortable one. You just take
the three bytes and pass them to each channel of the D/A converter.

When assuming up to 8 bits per channel, | don’'t claim that this is the absolute maximum
forever. Floating-point is used deeper and deeper into the systems. So you should assume
that colors are floating point except when explicitly stated otherwise.

3.4 Accessing theimage buffer

The simplest operation you can do in computer graphicsisto draw one pixel. Given an
image buffer, and granted that you are allowed to access it directly (not always the case),
what you need is the following information: The image width in number of bytes (row-
Bytes), the base address (base), the pixel size in bits (pixelSize) and the pixel coordinates
(X, y). Then you find the address of the pixel like this:

p = base + x * pixel Size/8 +y * rowBytes
For pixel sizes 8 or larger, you can use this pointer to simply read out or write the pixel.

In practice, you rarely access the screen image buffer directly, but you often access other
image buffersin thisway. That can be image buffers that you modify before passing them
to the graphics package, like when you unpack an image from disk to memory.

3.5 Thegraphics pipeline and shader programs

Instead of accessing frame buffers directly, thisis done by the GPU. What you do from the
CPU sideisto pass geometry, image data (textures), and geometric transformations to the
GPU, and then this datais rendered using shader programs. It al starts with 3D models,
which we can consider being polygons for now, built from points in space, the corders of
the polygons, vertices. The various steps that have to be done form the graphics pipeline. It
roughly consists of the following steps:

* Vertex processing. (Calculate screen positions from model coordinates.)
* Primitive assembly and geometry processing. (Combines vertices)

e Clip and cull. (Take away data that won’t be visible.)

» Rasterization. (Find all pixelsin apolygon.)

» Fragment processing. (Calculate pixel values. Fragments are “ candidate pixels’, they
are not pixels yet but might be,)

» Frame buffer operations. (Write to actual pixel in frame buffer.)
Out of these steps, vertex, geometry and fragment processing can be programmed in detail

by the application programmer (that means you). Shader programs are particularly vital,
and an integral part of all modern computer graphics. The most important shaders are the
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vertex and fragment shaders (the latter also known as pixel shaders). A shader is a short
program that is executed for every vertex (vertex shader) and for every fragment (fragment
shader). This short program specifies how datais placed in the scene (vertex shaders) and
how pixels are colorized (fragment shader). See page 18 for an example with shaders.

3.6 Graphicslibraries

Ever since computers got any graphics capabilities whatsoever, a natural component of
any operating system isagraphicslibrary. Thisis particularly true since the Xerox PARC,
AppleLisaand Apple Macintosh arrived, the systems that broke with the character display
tradition.

The pure minimum is, as mentioned before, to control single pixels. The next stepisto
draw lines. But a complete graphics package include alot more: Lines, rectangles, circles/
ovals, polygons, text, regions, colors, patterns... These callsaretypical for 2D librarieslike
QuickDraw, GDI or Core Graphics.

Each kind of primitive can also be modified to be drawn in many different ways. A primi-
tive can be filled (with colors or patterns), erased, framed, and lines and frames may have
different thickness, style etc.

It may seem that many of these primitives are easy to implement. In reality, the only thing
that is easy to do isto do a careless and more or less faulty implementation. We will |ater
return to some aspects of this.

3.7 OpenGL

A 3D graphicslibrary will focus differently than a 2D one. Transformations play a bigger
role, and much work will focus solely on rendering polygons. OpenGL [20] is one such
library, the open industry standard that is available on most platforms. That isthe library
that this book focuses upon. However, as stated before, thisis not an OpenGL book, and
you are expected to use a separate text about OpenGL available for learning the API.

There are other 3D libraries. Many live on top of either OpenGL or Microsoft DirectX -
often both. OpenGL, together with its close cousin OpenGL ES (OpenGL for embedded
systems) and WebGL (OpenGL in web browser), is portable and vendor-neutral .

A few words on OpenGL as such. GL simply means Graphics Library. “Open” does not
mean open source, athough open source solutions exists (most notably the Mesalibrary).
OpenGL isacross-platform API, but since it must cooperate with various platform spe-
cific systems, window systems in particular, there are parts that are made specifically for
that. Those parts are separate from the platform independent parts.

OpenGL is highly focused on its task, rendering polygons. It is so focused that you will
sometimes wonder why some features are not in there, like text rendering, user interface,
gaming input devices etc. Thisisaquestion of focus aswell as portability. All nonportable
and non-graphics features must stay out of the main library.
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We will be using OpenGL 3.2. Asof spring 2012, thisis new for the course, since we have
been using OpenGL 2.1 up to now. OpenGL versions are a bit confusing. You may ask,
why do we switch to OpenGL 3.2 when the latest is 4? Why didn’t we switch to 3 when it
arrived two years ago? The reason isthat it takes time for each version to propagate. Ver-
sion 4 requires the very latest boards, and will not work on many boards that are perfectly
current. The big step isto move to OpenGL 3.2, which is modern without having unrea-
sonable hardware demands. As late as autumn 2011, 3.2 was finally available on all major
platforms, which makes this the right time to take this move.

The main part of OpenGL iscalled GL, and usesthe prefix gl or GL on al calls, typesand
constants. It istightly connected to its shading language, GLSL (OpenGL Shading Lan-
guage). It comes with various extralibraries, like the now obsolete utility library called
GLU, OpenGL Utilities, and you will often find GLext, OpenGL extensions. On every
platform, there will be one or more platform dependent libraries, with the routines needed
to communicate with that specific operating system:

¢ GLX for X-windows, that is Linux and most other Unixes
* AGL, CGL and NSOpenGL for OS X on Apple Macintosh
* WGL for Microsoft Windows

Although these OS interfaces are fairly ssimple, so your platform dependent code can gen-
erally be easily isolated, their use still makes you code less than fully portable. Thus, there
are solutionsthat hide the platform dependency under a platform independent layer. There
aretwo that | particularly want to mention: GLUT/FreeGLUT and SDL.

GLUT, OpenGL Utility Toolkit [21] isapopular and easy to use cross-platform APl for
OpenGL, nowadays mainly through its free clone FreeGLUT. It handles user interface,
event and windowing, but is focused on graphics alone, so it has no calls for sound etc.
MicroGlut isa GLUT subset which removes all deprecated solutions.

DL, Smple Directmedia Layer, [22] is a popular open source package for high-perfor-
mance cross-platform media applications, gamesin particular. It has a much wider scope
than GLUT, and is thus very interesting for writing cross-platform games.

A third option has gained popularity recently, the GLFW library, and there are a number
otherslisted on the OpenGL home page.

All too often, programmers find these cross-platform APIs insufficient and turn to plat-
form dependent solutions instead. Thisis understandable; the cross-platform packages
must restrict themselvesto least common denominator solutions with no platform specific
features. On the other hand, you will lose portability. My adviceisto start with a cross-
platform API. GLUT isgreat up to a point. But when you need to move on, package your
system dependent calls in some way to isolate the parts you may need to rewrite.

A special note concerning Mac OSX: There are no less than three OpenGL APIsfor the
Mac, AGL, CGL and NSOpenGL. Avoid AGL, it isobsolete. CGL isfor full-screen ani-
mations, while NSOpenGL is for NextStep/Cocoa views. Concerning the latter, you can
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ignore the NSOpenGLView, and create the OpenGL context into a general NSView your-
self. It isjust as easy, and avoids some problems reported by game programmers.

Concerning MS Windows, there is another important thing to note. You need an extension
manager to access the modern features of OpenGL. There are two such managers to con-
sider: glee and GLEW. | have good experience with glee so | can recommend it. All it
takes for your program is to #include the manager and making asingle initialization call.
Then it will run shaders and all the rest you need.

| mentioned programming languages in the beginning. OpenGL is primarily presented
having an API for C, but do not let that make you think that it can only be used from C.
Just like OpenGL is available for most platforms, there are also interfaces for most pro-
gramming languages that you may wish to consider.

| could recommend you my own favorite, but when you do projectsin my courses, you
should feel free to use just about any tool you like. You do the work, so you make the deci-
sion. You may not have that privilege in your future work, but you have it here.

3.7.1 Shader programming languages

As previously mentioned, shader programs are an essential part of a graphics program.
There are afew different languages for shader programming languages. As mentioned
above, OpenGL uses GLSL, OpenGL Shading Language. The main alternatives are the
very similar Cg (from NVidia) and HLSL (from Microsoft). The similarities are bigger
than the differences. | find shaders rather easy to port. There is aso assembly languages
for shaders, but they are hardly used any more.

3.7.2 A ssmple OpenGL example
I will round off thisintroduction with aminimal working example of modern OpenGL.

Any modern OpenGL program should be based on shaders, and it should also use on-
board vertex buffers to minimize the amount of data transfers from CPU to GPU. Itis
guite achallenge to make asmall and simple OpenGL program these days, but using some
pretty reasonable utility code a minimal example can look like the one below.

First, here is the main program (mostly portable save some differencesin includes):

#i ncl ude <Qpen@/ gl 3. h>
#include "McroQ ut. h"

/1 Qobals
// Data would nornal |y be read fromfiles
Qfloat vertices[] ={-0.5f,-0.5f,0.0f, -0.5f,0.5f,0.0f, 0.5f,-0.5f,0.0f };

/1 vertex array object
unsi gned int vertexArrayChj I D

voi d init(void)

/1 vertex buffer object, used for upl oadi ng vertex data
unsi gned int vertexBuf ferjlD
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/1 Reference to shader program
Qi nt program

/Il Qinits
gdear®lor(0.2,0.20.5,0);
gl Enabl e(@._DEPTH TEST) ;

/1 Load and conpil e shader
program = gl ut LoadShader s("mni mal . vert", "mnina .frag");

gl UsePr ogr ang pr ogran) ;

/1 Alocate and activate Vertex Array (bject
ol GenVertexArrays(l, &ertexArrayjlD;

gl B ndVertexArray(vertexArrayChj 1D ;

/1l Alocate Vertex Buffer (bjects

ol GenBuffers(1l, &ertexBufferQojlD;

/1 VBOfor vertex data
ol B ndBuf fer (Q_ARRAY BUFFER vertexBuffer(j 1 D);
ol Buf f er Dat a( Q._ARRAY BUFFER  9*si zeof (Afl oat), vertices, Q. STATI C DRAVY;
gl VertexAttribPointer(gl Get AtriblLocation(program "in Position"),
3, G_FLOAT, G_FALSE 0O, 0);
ol BEhabl eVertexAttribArray(gl Get AttribLocati on(program "in Position"));
}

voi d di spl ay(voi d)
{

/] clear the screen
gQear(QA AORBFERBT| G DBPFTHBFERBT);

/] Drawthe triangl e
o B ndvertexArray(vertexArayj 1D ;// Select VAO
o Drawdrays(@ TR ANAES O, 3);// draw obj ect

ol Hush();
}
int main(int argc, const char *argv[])
{
gutlnit();
gl ut eateWndow ("Q3 white triangl e exanpl ");
gl ut O spl ayFunc(di spl ay) ;
init ();
gl ut Mai nLoop() ;
}

Hereisthe vertex shader (a minimal pass-through vertex shader):
#ver si on 150

in vec3 in_Position;

voi d nai n(voi d)

gl _Position = vec4(in Position, 1.0);

Finally, hereisthe fragment shader (sets the output to white):

#ver si on 150
out vecd out_Qol or;
voi d nmai n(voi d)

out_lor = vec4(1.0);
}

Thiswill draw awhitetriangle, asin Figure 5.

Graphics systems 19



——

" GL3 white triangle example

FIGURE 5. Output of the simple OpenGL example

This example uses a package with reusable code, with some calls similar to GLUT for
event processing plus shader loading (not in GLUT). A few comments about what it does:

The main program creates awindow and installs some callbacks. Thisis not part of
OpenGL but looks different in different libraries.

Theinitialization uploads geometry (atriangle) to a \Veertex Buffer Object (VBO), whichis
areference to the buffer on the GPU. Such buffers are referred to in groups (here contain-
ing only asingle one) by a \Vertex Array Object. Thus, consider the VAO to be a container
for several VBOs. With this structure we can activate a whole set of buffers at once
through the VAO. This makes the initialization complex but the drawing much easier.

Note how small the drawing code is, in the update() procedure. The drawing is done by
glDrawArrays. Thisis not quite the call we will usein the future (we will rather use
glDrawElements) but close to equivalent.

The shader programs are truly minimal, doing aimost nothing. The vertex shader isjust
“pass-through”, passing on the geometry with no change. What you usually do thereisto
apply transformations specified by the host program. We will see how that isdonein
chapter 6.2. Concerning the fragment shader, its most common tasksis to calculate light-
ing effects (see chapter 7) and texturing (chapter 10). We will also make a more general
discussion about shadersin chapter 6.9.

The example may seem complex for drawing asingletriangle, and in away it is. If all we
wanted wasto draw single triangles, it could be alot simpler. However, the same code can
be used to draw big models with thousands of triangles with minor changes, and effi-
ciently. That is where the strength lies.

Throughout the book, we will frequently return to OpenGL and see how specific tech-
niques can be implemented. Before that is meaningful, we will need some linear algebra,
in partcular its use for representing transformations by matrix multiplication. Thus, that
comes next, and you will see that these operations map directly to OpenGL.
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4. Linear algebra toolbox

Before we can continue, | must mention the most vital linear algebra operations that we
will end up using. Although this course will not use any advanced math at all, the math
that we are using are the basic building blocks of graphics, and of highest importance.
Once we move to 3D space, abig challengeisto get used to expressing 3D in mathemati-
cal terms. At the end of this chapter, | will take a step up to some geometrical toolbox
operations that are common in computer graphics.

You should consider the operations that are summarized here your best friends and treat
them as such. Then they will be friendly and helpful and help you out of many hard prob-
lems, although you will haveto be gentle at times. But if you don’t, they might scream and
bite you in your nose.

4.1 Vectors

A vector in N-dimensional spaceisan array of scalar values, one for each dimension. In 2
dimensions, avector may be expressed asv = <vy, Vy>.

A vector may be apositional vector, denoting a specific location in space, or it may be a
directional vector.

A number of important operations can be applied to a vector, and let us list the most
important ones. Vector addition hardly needs mentioning:

a+b = (actby, athy, a,+h,)

It should be noted that we usually work with column vectors, but here the row vector is
more practical.

A vector can be scaled by multiplication by a scalar value:

S-a=(sa, sa, &)
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The magnitude is the length of a vector:

_ [2,.2, .2
lal = Jay+a,+a;

Normalization is used to create a vector with the same direction as the original but with
unit length, length 1.

a

3 =
|al

4.2 Vector products

The dot product (or scalar product) is defined as:
asb = [a Ob| Ccosp = a, (b, +a, (b +a,lb,

The dot product has a number of important properties:

* A dot product isascaar value!

* a*b=0if aand b are orthogonal

e as<b=Dbea(commutative)

e as(b+c)=ae+b+a-c(associative)

The value of the dot product as atool in 3D graphics simply can not be overstated. Asyou

will see, there are dot products literally everywhere. The most obvious interpretation of
the dot product is that it projects one vector onto another, but it is moreto it than that.

The cross product (or vector product) isreally only meaningful to usin 3D and is defined
as.

axb = n0a Ob Osing = [, [b,—a, b, a,b,—a,lb,a,lb —a, bl

Like the dot product, the cross products has some important properties, but not the same:
» A Cross product is a vector, orthogonal to both aand b

e axb=(0,0,0)if aandb are parallel

* axb=-bxa

4.3 Matrices and matrix multiplication

Let me also remind you of the concept of matrices and matrix multiplication.

A matrix isa 2D-array of scalar values. We will mostly care about matrices with the same
number of rows and columns. A 2D vector can be multiplied by a 2x2 matrix, producing a

22 Linear algebra toolbox



vector. A 2x2 matrix can be multiplied by another 2x2 matrix, producing a new 2x2
matrix.
M [ = My My 03 = Mp.a,+ Mpa,
My My |3, My a, + Mya,

M N = [Mar Magl [ Nyg Nppf _ | Mgy Ny +MypNpy Mg Nyp + MypNo,
My Mgyl [Ny Ny, Mo Ngg + MuNyy My Ny + My, Ny,

And matrices, too, have some properties that we should be aware of:
* They are associative: A-B-C=(A-B)-C=A-(B-C)
» They are non-commutative: A-B and B-A not guaranteed to be equal!

We generally only use symmetrical matrices (2x2, 3x3, 4x4) here, but matrix multiplica-
tion is defined for non-symmetrical matrices as well, as long as the first operand has as
many columns as the second has rows.

The identity matrix, often called I, isamatrix which is 1 along the diagonal and O el se-

where, like this:
10
01

Multiplication with an identity matrix has no effect.

Two more operations om matrices should be mentioned: transpose and inverse. Transpos-
ing amatrix issimply to flip it over the diagonal, making rows to columns and columnsto

rows. The transpose of M is denoted M.

The inverse of amatrix isamatrix that multiplied with the original matrix produces the
identity matrix: MM =1. A popular method of finding theinverse (if it exists) is gaussian
elimination. Only symmetrical matrices can be inverted.

You may notice that a matrix multiplication is realy nothing else than a set of dot prod-
ucts. A matrix multiplication between amatrix and a vector turnsinto a set of dot products
if you consider the matrix to be a set of row vectors. And a multiplication between matri-
ces are all possible dot products between two sets of vectors. But with areverse reasoning,
adot product is a matrix multiplication between a transposed vector and another vector:

a-b = ATB (where A and B area and b viewed as 1x3 matrices).
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4.4 Typographic conventions for vectorsand matrices
Although not always strictly followed, | have some typographic conventionsin this book.
Scalar symbols are lowercase and in normal style: a

Symbols for vectors are usually lowercase and boldface: a = (&, a, &)

Unit vectors are sadly non-standardized in this book. A symbol with a circumflex is

always a unit vector: a, but for practical reasons (they are only easy to write in equation
boxes) you will find many cases where unit vectors are written in other ways.

Matrices are aways given as uppercase, normal type: A

For historical reasons, you may find cases where vectors or scalars are, too, given as
uppercase, normal type, but these should be rare.

Symbolsinitalic are nothing specia; italic symbols denote nothing more than that they
are in a equation box.

Finally, I know some of you may be used to the vertical bar | as symbol for the dot product.
In this book, dot product is denoted a dot, just as the name says. We simply can’t rewrite
all course material everywhere because alinear algebra teacher changes book. Since dot
product tends to have the name it has, | personally hope that we are soon back to normal.
However, both small dots - and fat dots « may appear for dot product. As with other incon-
sistencies, | am trying to eliminate them as far as possible, but that is sometimes hard for
technical reasons (word processor limitations). Fat dots are supposed to be dot products,
small are scalar multiplications.

4.5 3D space
Now, some fundamental 3D concepts:

We need to add one more axis, the Z axis. Let the X and Y be screen coordinates, that is
right and up. Then Z is the depth... but should it point into the screen or out from it?

The most intuitive answer isthat you want it to point inwards, awvay from you. Alas, that is
not as suitable as it seems. That would make the coordinate system a left-handed system,
which would make many operations different from what we are used to (e.g. cross prod-
ucts). Rather, we choose to point out from the screen, that is backwards, which makes the
system right-handed. Thisisthe very first example of afundamental law of computer

graphics:
Computer graphics people do it backwards!

If you ever wonder whether you have aright-handed system or a left-handed system, put
your thumb along the X axis. If the other fingers hit Y before Z, the hand matches the
handedness of the coordinate system.
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FIGURE 6. Left- and right-handed coor dinate systems

Just like in 2D, vectors can be position vectors (points) or directional vectors.

A 3D line can be defined in several ways, either by two points on the line, or by one point
on the line and one directional vector. In the latter case, we can write aformulawith avari-
able p that defines al points on the line:

p=p+ud

A 3D line segment can be defined by its two endpoints, or, equivalently, by one point and
one directional vector, plus an interval. Then any point on the line fulfills this criterion:

p'=p+pd 0<p<il
A 3D planeis defined by the plane equation:
Ax+By+Cz+D=0

where (A, B, C) isavector that is orthogonal to the plane, the normal vector to the plane.

4.6 Orthonormal basis

We will often work in different coordinate systems. A 3D coordinate system uses three
basis vectors.

A A

X, ¥,z

These should for an orthonormal basis. A conversion between two bases is done by
expressing one basisin the other, with three vectors u, v, w. Thisis an orthonormal basisif

lul = Lv = 1,w =1
and

uev=0usw=0vew =20

Linear agebra toolbox 25



which means that all three are unit vectors and they are all ortogonal to each other. From
these three vectors we can build a matrix that converts any point in the old basisto the
new:

uX VX WX
p = Uy vy Wy, p
uZ VZ WZ

This means that the vector (1, 0, 0) should be mapped to (uy, Uy, Uy).

We will see this appearing as avital tool in several contextsin the following, the most
common one being arotation matrix.

Finally, it should be noted that an orthonormal matrix isinverted simply by transposing it:
MLl=mT

That was alittle reminder of some things you should remember from linear algebra. Let us
continue with sometypical computer graphicstoolbox operations, operationsthat will turn
out to be useful in many different computer graphics problems.

4.7 On what side of aplaneisa point?

The plane equation specifies what points are in the plane, but the definition doesn’t explic-
itly tell whether a point that is not in the plane is on the side that the normal vector points
to (the front side), or the other side. However, that information isin the plane equation’s
data. We just have to check how to get it.

Consider a plane with plane vector n, apoint ain the plane, and a point p on the positive
side, the side where the plane vector points.

FIGURE 7. On which sideisp?

The planeisdefined by Ax + By + Cz+ D =0, that isnea + D = 0, where D = -nea, using
any point ain the plane. That is, the plane equation really just saysthat nea isthe samefor
all pointsin the plane.
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p - a=ap isavector from the plane to p. By definition of the dot product, apsn > 0 when
the angle between n and ap is< 1/2. That is true when p is on the positive side of the
plane!

apen = (p - a)*n =pen - asn = pen + D.

Thus, p-n + D > 0 on the positive side, as expected!

4.8 Intersection between aline segment and a plane
Take two points, a and b. They define the line segment p = a + ab-l, O<p<l
The plane is defined by the normal vector n as: nep + D = 0 for any p in the plane.
Get the intersection by inserting the segment equation into the plane equation.
nep+D=ne(a+ab-p)+D=0=>
K =(-D - nea) / (n+ab)

Calculate p using thisequation. If 0 < p < 1, then the segment intersects the plane. Insert 1
into the line segment equation to get the intersection.

4.9 Splitting a polygon

When building a BSP tree, you frequently have to split a polygon by a plane. To do that,
you calculate the intersections between line segments and the plane, and build two poly-
gons from the vertices of the original polygon and the intersections.

Algorithm outline:

for all source pol ygon segnents p, q
if the segnent pq intersects the plane
find the intersection s
put the intersection s in both pol ygons
put the end point of the segnment (q) in the proper polygon

FIGURE 8. A polygon split by a plane
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In order to split the polygon in the figure above, the following steps are done:

Init:previous :=last(inpoly) =c¢
p=a:D fferent sides! Split! =>find splitl
put splitl on outnegative
put splitl on outpositive
put a on outpositive
previous := a
p=hb:Dfferent sides! Split! => find split2
put split2 on outpositive
put split2 on outnegative
put b on outnegative
previous := b
p = c: Sane si de!
put ¢ on outnegative
previous := ¢

Throughout the algorithm, “previous’ is updated to be the previous point, so the current
segment is always from previousto p.

The result isthat the following polygons (outpositive and outnegative) are built from
inpoly:

inpoly outpositive  outnegative
a splitl splitl

b a split2

o split2 b

C

Compare the liststo the operations above, to see how outpositive and outnegative are built,
vertex by vertex.

4.10 Intersection ray-triangle

The problem of finding the intersection of aline (ray) and atriangleis obviously relevant
to ray-casting, but also to collision detection and other problems.

There are several methods to solve this problem. The following is the method | use, which
also appears in the literature:

Consider atriangle a, b, c. You can calculate the normal vector by taking the cross product
of ab and ac.

Then, find the intersection between the ray and the plane, as done in section 4.8 at
page 27. Thisgivesyou a  value for the line equation, and thereby the intersection point i
= (ix, Iy, i). The questionis, isthisinside the triangle a, b, c?

You can express the point i asalinear combination of ab and ac! Then, i =a+ py-ab +
Ho-ac. We get three equations, one for every axis, and seek [, and p,. Thisis an over-
determined system, due to the demand that i isin the plane.
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FIGURE 9. Checking if ithe pointy isinsidethetriangle abc.

Solve this equation system (e.g. by Gaussian elimination)! If the following three condi-
tions are fulfilled, then i isin the triangle, and the ray does intersect with the triangle.

O<py

O<up

Hi+Hp<1

Each condition defines one side of the triangle. On equality, the ray hitsaside of the trian-
gle

What | used here is called Barycentric coordinates. The usual definition of Barycentric
coordinatesis

I =aa+[Bb+xc
wherea + 3 + x=1.You areinside the triangle if
a>0,>0,x>0

Thisis actually equivalent to the formula above. Since thisis the common mathematical
definition, let is show that thisis the case: Our formula above is the same as

i = a+ py(b-a) + pp(c-a)
which we can rewrite to
| = (1-pg-pp)a+ Hgb + poc
which means that
o = 1-pg-Hp

B=Hg
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X=H2

Same thing! We just used one variable and one condition less. But what about the test for
being inside the triangle?

>0 I >0 = py +Hp<1
>0« >0
X>0 < uy>0

Definitely the same thing! So the test above was indeed using barycentric coordinates, but
inasimplified way. Note that this simplification is possible for three points, which is all
we need for atriangle, but barycentric coordinates work with any number of points, as
well as higher dimensions. Aslong as the sum of all weights are one and all are positive,
we are guaranteed to be in the convex hull of the points. This fact will have some impor-
tance later, when drawing splines.

4.11 Intersection line-sphere

Finding the intersection between aline and any quadric (see chapter 8) is a matter of
inserting the line equation into the equation for the shape. This has some relevance for ray-
tracing, and may also be useful when working with quadrics as bounding shapes.

FIGURE 10. Intersection between aline (ray) and a sphere
Take a sphere with center ¢ and radiusr. A point p is on the sphere if
p-cf=r
With aline expressed asp = pg + MV, you insert the line into the sphere formula and get
IPo + v - cff =12
The sgquared distance can be rewritten as a dot product.

(Po+ KV - C)*(Pg + KV - €) =12
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Definea = ¢ - pg and rewrite to

(v - @)+(pv - &) =12
Perform the dot product and we get

uz(v-v) - 2u(asv) + asa= r2

Assume that assume that |v| = 1 and we have
H2 - 2u(asv) + Ja2 - r=0

which is a simple quadratic equation, and we arrive to the solution

H=ae Vi/\/(a° v)2—|a|2+r2

This gives us two u values, which gives two points, unless the discriminant is negative, in
which case there is no intersection.

4.12 Splitting and mirroring a vector

The task of mirroring avector isvital in many computer graphics operations, in shading,
ray-tracing and other purposes. As in the figures we will use in the shading chapter
(Chapter 7),

| isthe vector towards the light source.
n isthe normal vector of the surface.

r isthereflection of | in the surface.

It
FIGURE 11. Reflection of a vector by projection on the normal vector

Consider two vectors, | and n. To begin with, we don’t assume anything about their
lengths. They may be 2D or 3D. How can you find the vectors|,, (normal component of I)

and ; (tangent component), as shown in the figure? This is solved using the dot product:
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la=n/In|-|I| -cos®=n/|n|-(nel) /|n|=n - (nel)/ |n|2

2_ 1 2 2 2
In[*=n+n+n,

o =1-1,

Thisisthe genera vector splitting method. Note that we did not need any square root for
vector lengths.

If the goal isto calculate the mirroring vector r, that is then done like this:

r=ly-ly=20, -

FIGURE 12. Calculating r

But, the normal vector n isgenerally given as aunit vector! Then |n| =1, and |, is simpli-
fied to:

[, =n(nel)
which givesusthefinal r:

r=l,-lg=2,-1=2(n*Hn - |

4.13 Decomposing a polygon to triangles

Many 3D algorithms take triangles as input. You may find 3D models where some poly-
gons are not triangles. Then you want to convert your polygons to triangles, decomposing
them. For convex polygons, thisis a straight-forward operation:
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V2 P =Vi...Vn

3 P1=ViVaVs
P2 P2 =V1V3 Vs

Vi Pi = V1 Vis1 Visz

pn-2 = V1 Vn1 Vn

FIGURE 13. Decomposing a convex polygon to triangles

The algorithm is one of the simplest so far:

for i =1ton-2 do
build a polygon fromvsy, Vi, Vit

Decomposing anon-convex polygon is slightly more complex. One method to deal with it
is the vector method. It works as follows:

Step 1: Identify concave polygon parts

Find concave vertices by using the cross product.

V]_ V2

V3

V4

Vs
FIGURE 14. A concave polygon to be decomposed
At vz, the sign of the cross product will differ from the others!

Step 2: Choose a splitting vector and split the polygon.

Use one of the sides near the conflicting vertex as splitting vector, and split along it.
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Vl V2
V3

=

Vs

FIGURE 15. The vector methods uses a polygon branch near a concave vertex as splitting vector

Repeat step 1 and 2 until all polygons are convex.

Step 3: If triangles are wanted (rather than any convex polygons), split into triangles with
the method at the beginning of this section.

This does not necessarily produce an optimal result. Rather, it will introduce new vertices
and result in ahigher number of polygons than necessary. In any event, it will eventually
produce convex polygons.
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5. Two-dimensional
transfor mations

For now, we will forget most drawing primitives, and put our attention to one: Drawing
shapes from lines or polygons. Our goal is to introduce geometric transformationsin 2D,
and then expand that to 3D, where it is of extreme importance.

5.1 Theneed for transfor mations

Consider a set of points, p;..pp, defining a complex polygon. This polygon can, with alit-

tle artistic talent, describe some meaningful, useful shape. For example, by only four
points we can make an Asteroids-style spaceship:

FIGURE 16. An Asteroids-style spaceship can be created by a very smple polygon

Note that | have picked a suitable location for the origin. Thisis quite important when you
start rotating the spaceship.

Handling a small shape like thisis not much of a challenge, but consider a more complex
case, a polygon which happens to be the picture of atree. A treeis acomplex shape that
needs many, hundreds or thousands of segmentsin order to look good, asin Figure 16.

We now assume that we have a graphics package that can draw lines. We can draw this
shape by a simple algorithm, looking somewhat like this:
moveTo(p[ n] )

for i :=1ton do
lineTo(p[i])
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(although we will more likely pass the whole array to a call that renders entire polygons,
like the example in chapter 3.7.2).

FIGURE 17. A polygon shaped like a tree requires much detail

Great, we can draw atreel Now we want to draw aforest!

By trandlating the set of pointsin different ways, we can place the tree in many different
places. If we can also scale the set of points, we can make trees of different size, creating
anillusion of depth. And finally, if we can also rotate the set of points, we can create trees
that are not straight and that are even laying down (in case there has been a storm
recently). Thisisnot al we need to create areally pretty-looking forest, but it is a start.

So, we need three transformations, tranglation, scaling and rotation. Each of these trans-
formations can be defined as follows:

Trandation isso trivial:
P’ =p+V=(py Py) + (Vy, Vy) = (Py + Vi, Py +Vy)
A simple vector addition. Scaling is equally simple:
P’ =sp =s(px, Py) = (SPx, SPy)
Rotation is the most complex of these three:
P’ =R(P, @) = (Py - cO(P) - py - SIN(P) , Py - SIN(P) + Py, - CO(())

Theseareal rigid body transformations. The tree-shaped polygon described by p;..p, will

trandlate, scale and rotate but always keep the same shape. With those tools, we can assign
afew suitable transformation for each tree, and easily draw aforest like this:
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FIGURE 18. Making a forest by transforming a single tree shape

There are afew issuesthat | ignore here, like filling rather than framing, and most of all
making sure that the frontmost is drawn on the top. We will return to that in later chapters.

Now let’s note one detail. The rotation is nicely represented by a matrix:

P’ = R(¢) Up, R(¢) = [COSdJ —sinﬂ
sing cos¢

This matrix reveals apossibility for combining operations. If we can write the others as
matrices, the problem of transforming the shape changes dramatically. Let’s write scaling
as amatrix:

p = S(s) Op, (s) = {3 0}

S

That's asilly matrix, but it will make sense soon. We have matrix representations for two
out of three. But how about translation? That is one of the most commonly needed trans-
formations you can think of. It isimpossible to make an addition by a multiplication!

Sort of. Hang on...

5.2 Homogenous coor dinates

Adding by multiplication isindeed possible, by extending our coordinate system to what
is called homogenous coordinates. Simply put, what we do isto add one extra coordinate,
a”fake” coordinate which does not represent any spatial degree of freedom. This extra
coordinate is defined like this:

A point in homogenous coordinates for 2D space consists of three coordinates, the spatial
coordinates X and Y, plus the third, the homogenous coordinate H:

Ph = X Y, )
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where p, = Xp/h and p, = yy/h. This definition seems meaningless for the moment. For
now, let us consider the case h=1. Then, p, = xy and p, =y}, and al that has happened is
that we add a constant 1 to the end of the vector, which becomes p = (py, py, 1).

So, al vectors for 2D space are now three-component vectors. Consequently, matrices
need to be 3x3. | claim that | can perform atrand ation by multiplying avector by a matrix
in this system. Thisis how it works:

10v, Py Py + Vy
P=TWVeV) B =1o1v|Hpl = |p,+v,
001 1 1

If we measure performance by multiplications, this only makes matters worse, it costs
multiplications for something that only used to need additions, but it will still come for
free for models with large number of points.

To make this compatible with rotation and scaling, we must adapt the latter to 3x3 matri-
ces. Rotation becomes:

cos$ —sing O
R(®) = | sing cosp 0O
0 0 1

and scaling, here extended to separate values for x and y, becomes:
s, 00
S(Sx! Sy) =10 Sy 0
001

5.3 Composite transfor mations

Right, now we have everything represented as 3x3 matrices. This means that we can scale
and rotate the points by

P’ =R(®)-S(s)p
So we can take each point, multiply by S, and then multiply by R.
P’ = R(®)-(S(s)p)

OK, but since matrix multiplication is associative, we can just as well multiply the two
matrices together first, once and for all, and then multiply the resulting matrix R-Sto each
and every point in the shape!

p’ = (R(@)-S(s)p
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Isthis important? One important point isthat it gives us acompact representation, but itis
also a performance booster. Let uslook at the 2x2 matrix case, where we use matrices for
rotation and scaling. Each matrix to vector multiplication costs four multiplications. Each
matrix to matrix multiplication costs eight multiplications. The scaling, applied without
matrix, costs only two multiplications.

So for asingle point, the transformation costs 2 + 4 = 6 multiplications without matrices,
and 8 + 4 = 12 multiplications with matrices, a clear loss. With alarge number of points,
say N, thefirst case will scale linearly to 6N, while for the latter you do asingle matrix
multiplication for 8 multiplications, and then one vector-to-matrix multiplication for each
point, ending up at 8 + 4N, which will be abetter choice already for N>4! And that wasfor
only two transformations! When you need more - and you will - then each added transfor-
mation is practically for free. In 3D the problem grows by, literally, an order of magnitude.

When making composite transformations, the rules for matrix multiplications must be
kept in mind. Matrix multiplication is associative, but not commutative! You can not
expect that A-B = B-A! It can be true for special cases, but generaly it isincorrect. Asa
practical example, consider the translation and scaling of atree (Figure 19):

The treeistransated by the vector t, and scaled uniformly by 2. If the transformations are
applied as T(t)-S(2)-p, then the scaling is applied first, then the translation, and theresult is
the tree in the middle of Figure 19. If, on the other hand, you apply S(2)-T(t)-p, then you
get the rightmost tree, where the translation itself has been scaled to double! You can get
similar effects when combining with rotation. s

T(1)-S(2)p {\ S(2)-TM)-p {\
-
> 2t

t

FIGURE 19. Different results depending on the order of transformations

5.4 |Inversetransformations

Since al these transformations are represented as matrices and applied by matrix multipli-
cation, it is possible to negate them, to apply the inverse transformation, by multiplying by
theinverse of the matrix. However, finding the inverse does not always have to be done my
finding the inverse the general way. For all the three transformations that we have worked
with, there are intuitive inverses that you can find from the definition.

The inverse of tranglation is simply to translate in the opposite direction, by negating the
tranglation vector:
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10—t
-1
T (tety) = T(ta—t) = |01,
00 1
The inverse of scaling by sisto scale by 1/s:

51; 00

~1 _ M 1o _

S (s, = S, — =
(s sy) ry SyD 0 1 0

sy

001

Theinverse of rotation is obvioudly to rotate in the opposite direction. However, we should
note something important here: cos(-¢) = cos(@), so only the sin(¢) changes sign. If you
look at the rotation matrix, the cos(f) is on the diagonal of the matrix, and the sin(¢) are on
opposing places. Thus, inverting the rotation matrix isequivalent to transposing it, flipping
it over the diagonal:

L cos—¢ —sin—¢ O cos¢ sing O .
R7(¢) = R(-9) = |sin—¢ cos—¢ 0= |—sind cosp 0| = R (9)
0 0 1 0 0 1

This property comes from the fact that a rotation matrix is actually an orthonormal basis;
itsrows, as well as columns, form a set of basis vectors that are orthogonal and have unit
length. Any such matrix can be inverted by transposing it! That means that even combina-
tions of several rotations around different axes can be inverted that way. We will take
advantage of this property when doing rotation around arbitrary axisin 3D. But first, let us
do that very thing in 2D.

5.5 2D rotation around arbitrary point

L et us continue with composite transformations. Take this case: You have a shape placed
somewhere in 2D space (the space ship, but not centered on origin for whatever reason).
Now, we want to rotate the ship around a chosen point, which isin this example where the
origin should have been. Let us call that point of rotation p. Note that this point itself isnot
being transformed, by the points forming the shape, that is the vertices of the polygon.

t.

FIGURE 20. Spaceship model to be rotated around an arbitrary point p
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Thisisfairly easy to do with composite transformations. The first thing we do isto apply
atranglation, which moves the model from being around p to be around origin, using the
center of rotation as a vector, but negated, that is T(-p). Thistransation may seem like
something we really don’t want to do, but wait, we will put it back at the end.

FIGURE 21. After trandlation to origin

Now the model islocated around the origin. Apply the desired rotation, R(¢)! Then we get
the following figure:

FIGURE 22. Rotated shape

Finally, apply the inverse of thefirst trandation, T(p). The model ends up around the orig-
inal point, but rotated.

t,

And you do not have to make each transformation one by one to your model. You can mul-
tiply them al together and get the entire rotation as one single, composite transformation!

T(P)-R(@)-T(-p)

Note the order. The first transformation is to the right. Transformations are read right to
left — backwards. Thisis another example of the “backwards’ rule, and not the last one.

FIGURE 23. Final result

5.6 More 2D transformations

One more thing... There are other transformations that we can apply by matrices like the
ones above. | will add two more: Mirroring and shearing.
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Mirroring will negate one coordinate axis, flipping the model over that axis. Thisisasim-
ple operation, but extremely useful. The following matrix performs mirroring along X,
that isover theY axis:

100
My=1010
001

FIGURE 24. Mirroring along the X axis

Shearingwill deform an object like when adeck of cards goes from being astraight pileto
adanted one. Thisis not as obviously useful as the other transformations, but it hasits
uses. For example, simple deformations can be made by shearing. As a commercia exam-
ple, the game Weekend Warrior (by Pangea Software) uses shearing for the ghosts. Itisa
cheap effect, for better or worse. Somewhat cheap-looking, but cheap to implement too!

— a
EE—
1a0
SHy, =010
001

FIGURE 25. Shearing along the X axis

In this chapter you have read about how to perform transformationsin 2D, but it is mostly
theoretical so far. In chapter 6, you will see that when moving to the three dimensions and
practical APIs, we will find the same concepts, and then we also do it with OpenGL.

42 Two-dimensional transformations



6. Three-dimensional
transfor mations

In the chapter 5, we saw that transformations are important tools for graphics, and they are
nicely represented as matrices. In this chapter, we will take these experiences with usinto
3 dimensions. We will, however, not stop there. In 3D, we have much bigger need for
transformations, and there isawhole chain of transformationsfor rendering a3D model in
a 3D environment. In particular, the problem of performing perspective projection will be
covered here.

6.1 Transformationsin 3D

Most of the 2D transformations trivially scale to 3D simply by adding the Z coordinate.
Here are the most important ones, trangation and scaling:

100t
010t,
001t
0001

T(tety,t,) =

s, 000
05,00
00s,0
0001

S(sy sy S,)

Shearing and mirroring is equally simple to expand, but | do not want to waste space with
them. The rotation, however, becomes no less than three, and still they are less general
than one wasin 2D. The three matrices are for rotation around each axis, X,Y or Z:
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10 0 0
R($) = 0 cgscb —sing O
0 sng cosp O
0 0 0 1

cosp 0 snp O
0O 1 0 O
—sing 0 cosd O
0 0 0 1

R,(0) =

_cos¢ —sing 0 O_
R(9) = | S8 €080 B
0 0 01

Maybe you think that the rotation around theY axislooks wrong? X and Z both has a
minus in the top-left sin whileY hasit in bottom-right. Well, it is not as inconsequent asiit
may seem. Look at how the non-zero elements shift when you move from Z to X. They
shift diagonally. Where do they go as you move from X toY? They wrap around, that is
what happens. So the sin with the minus sign goes down-right, wraps around the left edge
of the 3x3 part of the matrix, and ends up on the | eft side.

6.2 Rotation in OpenGL

In OpenGL, you can perform these transformations by creating a matrix like the ones
described above, and upload it to a shader program. Building on the ssmple example from
chapter 3.7.2, we add some code as follows:

We can hard code a matrix like this;

G float rotationMatrix[] = {0.7f, -0.7f, 0.0f, 0.O0f,
0.7f, 0.7f, 0.0f, 0.0f,
0.0f, 0.0f, 1.0f, O.O0f,
0.0f, 0.0f, 0.0f, 1.0f };

(What does this matrix do?) We can pass this matrix to a shader program with
gl Uni f or mvat ri x4f v( gl Get Uni for nLocati on(program “nyMatrix“), 1,
G _TRUE, m;

The second parameter statesthat it is one single matrix (not an array of several), and the
third isatransposing flag. Be careful with that; if you enter matrices as above, it should be
GL_TRUE, but that is not true to al math libraries.

The same matrix is applied to all vertices. When thisis what we want, we use a so called
uniform variable (uniform for all vertices), while we were using attribute arrays (individ-
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ual attributes for each vertex) in the example in chapter 3.7.2. We will soon discuss these
shader language details some more.

Then you can apply it to your verticesin the vertex shader by matrix multiplication, so the
full vertex shader now looks like this:

#versi on 150

in vec3 in_Position;
uni formmat4 nyMatri x;

voi d mai n(voi d)

gl _Position = nyMatrix * vec4(in_Position, 1.0);
}

When inserted into the previous example from chapter 3.7.2, this resultsin arotated trian-
glelikein Figure 26.

| 800 GL3 rotation example

FIGURE 26. The exampletrianglerotated by a rotation matrix.

Thisis pretty straight-forward, but of course you would rarely hard-code matricesin areal
program. You rather build them with a math library.

Rotating around atotally arbitrary axisis the subject for the next section, chapter 6.3.

6.3 Rotation around arbitrary axis

In 2D, rotation around an arbitrary point was a pretty easy thing to do. The problem was
mainly interesting for the elegant use of composite transformations, not for being compli-
cated.

In 3D, the same method can be used for rotating around any of the basisvectors X,Y or Z.
But rotating around any given axisis significantly harder. As a matter of fact, | will present
no less than two waysto do it:

» The geometrical method
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» The change of basis method

Out of these, the former is easiest to understand if you have trouble with algebra, and the
latter isalot easier if you are comfortable with doing a change of basis.

L et us assume that the axis around which we want to perform rotation is given as two
points, p; and p,. Any way you do it, the algorithm structure is the same:

1) Trandlate the axis to pass through the origin. T(-p,)

2) Rotate to align the axis with any of the basis axes. R(?)

3) Rotate around the axis R(¢)
4) Inverse of 2) R1(?) = R'(?)
5) Inverse of 1) T(-p;) = T(p)

The big problem is how to find step 2!

6.3.1 Geometrical method

This method is, compared to the method that follows later, somewhat awkward in that it
requires more steps. On the other hand, it is easy to understand if you are not comfortable
with achange of basis, and in particular we will see some elegant uses of dot and cross
products to create rotation matrices.

First, let usform aunit vector for the direction of the axis.

Po—Pq

U =
|P2— Py

= (U, Uy, u,)

We project this vector onto theY Z plane by setting its X component to zero.

u = (0, uy, uy

A
Y4

FIGURE 27. u’ isthe projection onto theYZ plane
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Thus, we get a help vector that has the same angle around the X axis. With it, we can find

arotation matrix that rotates the axis to a better place, that is the XZ plane.

From the dot and cross products we get
u'ez _ u,

o2 [z, 2
Juy + u;

cosa =

Define the constant d as

_ [2
d= u,+u
and we get
cosa = 2
T3
Continue with the cross product:
u
u'x2z=(u,0,0) = x0u| 0Z| Csna O sina = Ey

With sin and cos of the same angle, we can form arotation matrix:

10 00

10 0 0 0% Y,

R = |0cosa—sna O _ | d d
* 10 sina cosa O u, u,
0 2o

0 0 0 1 d d
00 0 1

and we did not even have to know the angle!

N
Z

FIGURE 28. The vector u isrotated down onto the XY plane.
After that rotation, we know that the rotation axis must end up as

u” = (uy, O, d)
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that is, the X component is unchanged, while theY component must be zero since it ends
up in the XZ plane. Thus, the new Z component must have the length d!

The next step isto rotate around theY axis, so that the rotation axis ends up along the Z
axis. Since we have u”’, we can, again, find the sin and cos for the angle b (the angle
between u’’ and the Z axis) by dot and cross products!

Dot product:
cosp =u"lZ=d

Cross product:

u'xz=(0,-u,,0)0 sinB = —u,

That gives us a second rotation matrix:

cosp 0 sinB 0 d0-u,0
R-| 0 100 _l0100
Y —sinf3 0 cosf O u,0 d 0
O 0 0 1 00 0 1

So, step 2 above is RyRy, using these matrices, step 3 is arotation around Z as specified,

R,(¢), and step 4 isthe inverse of step 2, R, 'R, ™. This gives us atotal solution in the
form of amultiplication sequence of transformation matrices (replacing inverse of matri-
ces by transposition):

T(P) Ry Ry RA®) Ry R T(-p1)
And again, the order of multiplicationsis... did | tell you before? Backwards, yes.

Did you find this method a bit awkward? Finding rotation matrices from dot and cross
products is pretty elegant, but it requires two such steps. Let ustry another approach.

6.3.2 Change of basis method

Since arotation is nothing but a change of basis anyway, performing it as such is straight-
forward if you can only find the complete orthonormal basis defined in the current one.

To begin with, step 1 isthe same as before, T(-p;). We aso use the same u as before. The
vector u will be our z axis, let us say that z = u. Now we need to find the x and y axes.
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Let usassumethat u isnot parallel to the x axis. Thisisaspecial casethat is easy to check
for. Then we can find an up vector by the cross product:

- UxX
Y = xR

Finally, the side vector x’ is found by another cross product:

X = yxz

The rotation matrix can now be assembled from these vectors as

y Xz 0
R: y'xy'yylzo
Z,2,2,0
10 0 0 1

Xy X

And the total solution isthe rather ssimple

T(p1) R™RA@) RT(-py)

Now let me stress that this kind of operationsis not a theoretical thing but something that
you often do in practice.

Rotating around a specific point as above is easiest to do with some matrix multiplications
on the CPU. Thisrequires that we have some algebra package available. In languages like
C++ or FPC, it comes natural to use operator overloading for vectors and matrices. For
plain C, you need to use functions, which is more verbose but does the same thing.

Assume that we have an agebra package with the following functions:

ArbRotate(a, v, m) creates arotation matrix for rotation by a around the vector v. (That is,
implementing either of the two rotation methods above, usually a change of basis.)

T(v, m) creates atranglation matris m for translation by the vector v.

Then the code could look like this:

m= T(p) * ArbRotate(a, v) * T(-p)
gl Lhi f or mivat ri x4f v(gl Get Lhi fornbocati on(program “nyMatrix“), 1, QG _FALSE n);

or it may look more like

T(&, &n);

AbRotate(a, &, &n2);
SetVector (0,0,0, &erov);

Vect or Sub( &er ov, &, &minusp);
T(&ni nusp, &n3);

Mt (&, &2, &m);

Milt(&m &8, &n);
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gl Lhi f or mivat ri x4f v(gl Get Uhi fornbocati on(program “nyMatrix“), 1, G _FALSE n);

depending on language, and taste, | guess. (But personally | don’t think it isthat hard to
choose for this particular case.)

This method of transforming to one place, performing atransformation and then transform
back can be used for other operations too, like mirroring. In that case, you translate and
rotate the mirror to origin, aligned with proper axes, mirror over the suitable axis, and
rotate and translate back again. All drawing done after that transformation will be mir-
rored. There is more to that problem, since objects behind the mirror will jump in front
and objects beside the mirror will be mirrored in the wall beside it, if you don’t take suit-
able measures to avoid such problems. Still, the fundamental operation is as above, move
to the proper place, transform, move back.

6.4 3D viewing

In 2D, the problem of viewing was ignored since it ismostly trivial there. In 3D, we need
to pay more attention to the problem.

We wish to render a 3D model in a scene. We have the model defined in its own, local
coordinate system, the model coordinates. Its placement into the world must be defined,
and moves it to world coordinates. But that is not all. The camera must be placed. But
moving the camerain the world is actually not meaningful from arendering perspective.
Instead of moving the camerato the object that we wish to view, the object ismoved in
front to the camera. Or rather, the entire world is moved to the camera. This may seem
backwards, but what did | say about computer graphics and backwards?

If Mohammed won’t come to the mountain, the mountain must come to Mohammed!
That's CG in anutshell!

Moving, transforming, from world coordinates to get in front of the camera brings us to
viewing coordinates. Up to this point, it can al be done by the transformations described
earlier, in particular trandation and rotation. The next step is to get the data into the cam-
era, to project the model to theimage. That requires a new transformation, projection, that
is the subject of the next section.

After the projection, we have X and Y projected to a 2D plane, and a Z value that will
make sense later. Two rather ssimple steps remain: Normalization and device transforma-
tion. The normalization scales the projected coordinates to a cube with dimensions+1in
all directions. The device transformation scalesit to fit the physical size of the destination
(the view port).

In the Figure 29, the transformations are given right to left, since it will put the multiplica
tions in the proper order, and we want it backwards anyway, don’t we?

It should be noted that the transformation chain also contains a perspective division step.
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FIGURE 29. The transformation chain

So, when managing a 3D scene, you change the model-to-world transformation to move
objects, the world-to-view transformation to move the camera (but you must transform
backwards, since you really move the world and not the camera). The last two steps are
usually set up once and for all and never changed. If you need to change the cameralens
setting, like zooming, you do that by changing the projection transformation. Finaly, if
you want to change the viewport, typically since the user resizes the output window, you
change the device transformation.

In OpenGL, all thisinformation should be stored in matrices of your design, applied in
your vertex shader asin the examplesin chapter 6.2 and chapter 6.3. You may choose to
keep projection (the camera lens) as well as world-to-view (camera placement) in global
matrices, onto which you append a matrix for placing your model in the world. In classic
OpenGL, this was done with two internal matrices, the projection matrix and the model -
view matrix, where the latter was both model-to-world and world-to-view. Why? Because
“world coordinates’ doesn’'t exist from OpenGL's perspective.

6.5 Camera placement

A common way to set the world-to-camera transform isto set it so that the camerais
placed in a specific place and looking in a specific direction. There even was an OpenGL
call for that in the past, gluLookAt, now obsolete but well worth re-implementing. In this
section, we will have alook at how such acall works.

The syntax for gluLookAt is gluLookAt(p, I, v), where p is the camera position in world
coordinates, | isthe point which the camera should “look at”, and v is the up-vector. Let us
pretend that we are implementing that call.

First, we form the vector n = p - |, avector pointing backwards, from the point | to the
camera. The vectors n and v form an incomplete and non-orthonormal basis from which
we can create an orthonormal basis. It should be noted that v is not required to be orthogo-
nal to n. We normalize n:

R n
n=—
In
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We can now get a vector pointing to the right with the cross product:

~ VXN

~vxAl

Finally, we get the last vector in the basis by yet another cross product.

o

X

->

v =

Now the vectors u, v, n are a complete orthonormal basis, usable as rotation matrix.

uy uy u, 0

R = Vy Vy v, 0
n,n,n, 0

0 0 0 1

Doesit feel strange to form arotation matrix by piling up three vectors like that? But what
isarotation matrix, but a change of basis? In this case, we specify the new basisin the old
one, so the vectors are horizontal .

There's one more thing that we need to compl ete the gluL ookAt function: the translation
part. The camera should move to the point p, but, as stated before, since Mohammed (the
camera) won’'t come to the mountain (the world coordinates)... we must trandlate in the
reverse direction. Thus, we should trandlate by T(-p).

Finally, in what order should these matrices be applied? If they are applied asR-T, then the
trandation will be rotated. So it should be T-R...? No, since thisis a camera positioning,
you will translate and rotate the world, and then the trand ation really should be rotated. So
the resulting world-to-view transform is

uy Uy u, 0 1100 —p, Uy Uy U, —Ue p
RIT = vavaODOlO—py _ |Vx Vy V, Ve p
n,n,n,0 (001-p, nynyn,-nep
0001 000 1] [0O0O0 1

And as alittle bonus, note that the matrix multiplication resulted in three dot products!

Thisisfar from the only way you can aim the camera. You can, for example wish to rotate
or trandlate the camerarelative to its current position (e.g. when controlling an aircraft or a
car). Then you don’t care so much what it islooking at, you want to modify the world-to-
view transform to do things like moving forward a certain distance, rotating a certain angle
to the left etc. This can be done in afew different ways. One way is to keep a set of vari-

ablesin your application, specifying position and orientation, and set the camera position
according to these. Another method can be to work directly on the world-to-view matrix!
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From the matrix, you can directly read out things like the forward vector (as-n from the
matrix above) or the position (p above, which requires an inverse rotation) or transforming
it by matrix multiplication. The matrix representation isreally quite powerful, not only for
transforming but also for storing the information.

Now we know how to place the camera. The next step is to go into the camera and build
the lens, the projection.

6.6 Projection

In order to project the scene onto an image plane, we need a camera model that describes
how the light in the scene travels into the camera and arrives to a virtual image sensor.

There are afew ways to project the 3D data, but we rarely need to bother with more than
one or at most two models. The simplest projection you can use is parallel projection,
where size is unaffected by distance, and the projection operation simply usesx and y
while z is discarded. There is aso oblique projection, which is paralel projection plus
shearing, which is popular with architects, but has little use for realistic animation.

What we are likely to use more or less al the time is, however, perspective projection,
where size varies with distance.

The cameramodel that we use isa so called pinhole camera. That is a camerawhere the
light arrives through an infinitesimally small hole. Figure 30 shows how we can envision
this camera, as similar to areal camera as possible.

4 /N

—

Plane of projection, Scene
“film”, viewing plane

FIGURE 30. Intuitive camera mode

A drawback with the pinhole camera, when applied strictly, isthat it has infinite depth of
field. Inimage analysis, a short depth of field can be adrawback. In image synthesis, how-
ever, ashort depth of field isahighly desirable effect that is rather costly to achieve. We
will return to that later (briefly, in chapter 17, and in more depth in part 2).

With this geometry, we get afirst draft for the projection asin Figure 31.
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FIGURE 31. Projection geometry of a physical camera

In the figure, adistance in the scene, X, is projected to X,,. Simple geometry gives us:

X X f
P = = Xy = X O—
f Zscene Zscene

So perspective projection is essentialy adivision by zgqe. But let uslook at thiswith

more detail. Unlike above, we need a well-defined coordinate system, and we need a way
to form amatrix that performs the projection.

While areal camera hasthe lensin the middle, the scene on one side and the sensor on the
other, we will choose to place the lensin the origin, and the image plane, the sensor, as
well as the scene, on the negative side of the XY plane, in negative Z. (Backwards!)

Theorigin, the lens, is the projection reference point, prp for short, and the viewing plane,
vp for short, areillustrated in the Figure 32.

y

N>

FIGURE 32. The camera model, with optical center prp and viewing plane vp

The focal distance is the distance between prp and vp, so if we use the symbols z,,, and
z,, asthe Z component of their positions, knowing that X and'Y components are zero, we
get the focal distance

1= 2Zpm - 2up
and since prp isusualy in the origin that means that

f=-zy
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So let ustake asingle point in the view, a= (X, Y, z), and project it onto the viewing plane.
It will be projected to the point p = (X, Y, Zp), Where z, = z,,.

Back to the geometry. It gives us that

X =XD£=XD—

and similar for yp,

Now we need to put thisin amatrix. Earlier, we noted that addition can not be done by
multiplication, and then we did it anyway, using homogenous coordinates. It turns out that
we can use homogenous coordinates to do division, too! Instead of deriving the matrix, |
will suggest a preliminary draft for a projection matrix and show that it performs the
proper task.

x| [fo o o
0f 0 O
z, 00 ~Zp Zszprp
hl o0 -1 z

<
=
|

P N < X

prp |

The -1 in the third column is what does the magic, the division. The homogenous coordi-
nate value hisno longer 1, so we must make afinal step to get the projected coordinate.

Xp = X
Yh=Fy
Zn = -Z:Zyp + ZypZprp
h=2zyp,-2

and according to the definition of homogenous coordinates, that means

_ X _ f
Xp = =X/
prp
Yh f
e
P~ h Zprp—Z
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which is exactly what we wanted! So now you know why the homogenous coordinates
had that division by h. It makesit possible to represent a division with amatrix, and we
can do that with minimal performance penalty sinceit is only performed at the end, after
an arbitrary number of transformations.

We are not quite done yet, though. The matrix above performs a perfectly fine transforma-
tion, but there are afew more things that we need to consider.

6.7 Theviewing frustum

Since our view is limited by the edges of the viewport, we look into a sharply limited sub-
section of space. On top of that, we must limit the viewing distance for reasons | will
return to soon. All in all, the viewport, the distance limitations and the focal distance
together define a six-sided polyhedron which contains all visible points, and is called the
viewing frustum or view volume.

. top
7 T near: far t
r Tl X
PP bottom

|eft <«— right

FIGURE 33. Theviewing frustum

The frustum is conveniently defined by six scalars, left, right, top, bottom, near and far. All

but the far value refers to the near plane, the side closest to the camera. Thus, top and bot-
tom define the height of the near plane, left and right its width, and the near value tells how
far it isfrom the camera, the prp. Finaly, the far value tells the distance from prp to the far
plane, and if we need the limits of that we can get them by projecting the near plane.

So, left, right, top and bottom are given by the fact that we must have limitations on the
screen or window where the image is displayed, but how about near and far?

A practical reason to have near and far distances is that a maximum distance limits the
amount of geometry that needs to be processed, and we must have a near value that is no
less than zero, or geometry behind the camera will be displayed. Objects on distance zero
are of little use too, and will cause divisions by zero when projecting them. But the real
reason is that the rendering also includes distance information for determining which
object to draw frontmost (by the so called Z-buffer method), and that information can not
have infinite precision. | will return to that in chapter 12.

In OpenGL, you can specify the viewing frustum, and thereby the projection, with a
matrix uploaded to the vertex shader as before. Note, however, that this needs to be in nor-
malized coordinates, see below.
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6.8 Normalized coordinates

There is yet another coordinate system, but | choose to eventually make that a part of pro-
jection. Before going to device coordinates, we must have control over the range that the
projected x and y values can have, or the device transformation will be hard to define. Nor-
malized coordinates are projected coordinates that are scaled to fit in acube from-1to 1
along all coordinates.

To achieve this, we must modify the projection matrix to rescale properly. At this point, we
will also drop the z row, which only mapped z to z,,, and replace it with arow that will et
us keep az value, again for the visible surface detection. All we need to know now is that
we do not want to flatten the z value, but keep some function of z for future needs.

Let us start with the scaling. The focal distance f = near. The point (left, bottom, -near)
should be mapped to (-1, -1, -1). To do that scaling in x and y, to width end height 2, x
must be scaled by 2/(right-left) and y by 2/(top-bottom). If we also once and for al decide
that z,, = 0, we get the following matrix:

m o | 2near |
X right —left 0 A0 X
Yol = __2near y
z, 0 top —bottom B0 yi
h 0 0 C D||1
Y 0 ~1 0

Except for A, B, C and D, thisisthe final, complete projection matrix!

A and B can be zero when the viewing frustum is symmetrical, that is right = -left and top
= -bottom, which is the typical case. In the case that the frustum is asymmetrical, a shear-
ing is needed, which iswhat A and B perform.

C and D are needed to make the “projected” z values normalized instead of z,.

All these parameters turn out to be rather simple:

_ right +left
right —left
B = top + bottom
top — bottom
_far + near
far —near
_ =2 Ufar Chear
D= <&=2Y——¢< "~
far —near
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Now, don’t take this for granted (even though it is straight from the OpenGL Reference
Manual). Let’sinsert (Ieft, bottom, -near, 1) into the matrix and see what we get.

_ 2near Oeft right + left

h'™ Yight—left right—Ileft -hear

2 = far + near . 2 far Chear
h = far —near far —near
h = near

Division by h gives

_ _20eft right+left _ left—right _
P right—left right—left right—Ileft

_ far+near  2far _ hear —far _
p far —near far —near far —near

The same can be done for every corner of the viewing frustum.

So now we have a projection matrix that projects, scales to normalized coordinates, and
also avoidsto flatten Z for later purposes.

The matrix that we have thus found can be used in OpenGL shaders for perspective pro-
jection. A demo using such amatrix is given in chapter 8.4.

6.9 The OpenGL pipeline

Now we have the transformation chain, and it istime to put it in awider perspective. You
have aready seen that we use shader programs for specifying transformations but also
what should happen to the pixel later. Let us now have alook at how the whole system fits
together.

The problem of displaying a 3D scene may seem simple sinceit is such anatural thing in
real life, but the chain of operations that are needed is quite daunting at first glance.
You need amodel of the 3D scene. This model includes many features.

» Each object must be represented somehow, its shape (chapter 8), color, position, and
movement (chapter 14).

« Thelighting of the scene must be defined (chapter 7). Where are the light sources, what
propertied do they have, how should lighting be applied to the models?

» The cameramust be placed and configured. How wide should the view be?

* How should the camera move? How do you avoid going too close to objects?
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When rendering, a number of real-time tasks must be handled.

To each object, transformations must be applied that places them appropriately in the
world.

» Thetransformed object should be rendered into the image buffer.

*  When rendering, the proper object must be drawn, so far objects are not drawn on top
of near objects. Thisis called visible surface detection (VSD, chapter 12).

* Onahigher level, very large scenes need specia processing to make the work manage-
able (chapter 13).

The OpenGL pipeline handles much of this, as shown in the next figure.

The OpenGL pipeline

Primitive
— | Vertexprocessing: | g, | assembly, L gl iy g cull
. Transformations geometry | o . tives
Vertices processing

l

L §—— Rasterization
Fragments

Frame buffer
operations:

Fragment processing:

Z-buffer & stencil shading & texture
test, write pixel

¢ Pixels

FIGURE 34. The OpenGL pipeline (simplified)

Let ustake acloser look at the OpenGL pipeline in the GPU, part by part.

6.9.1 Shader programs

Out of the boxes in the pipeline above, three are programmable, namely the vertex, frag-
ment and geometry processors. The programsthat run in them are called shader programs.
Despite the name, they are not limited to lighting operations, but can also calculate texture
and bump mapping, affect geometry and more. These are small programsthat are executed
either once per vertex or once per fragment, and they are executed on the GPU instead of
the CPU.

Your minimum shader solution consists of two programs in cooperation, avertex program
and afragment program. The geometry processing box allows no less than two more shad-
ers, geometry and tesselation shaders, but these are optional and we skip them for now.
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6.9.2 Thevertex processor, vertex shader

The vertex processor isthe first step in the pipeline, and also one of the fully programma-
ble ones. It handles the following tasks:

» Vertex transformation (from model coordinates to screen coordinates)

* Transformation of normal vectors

» Generation and transformation of texture coordinates

» Lighting calculations by vertex

Vertex transformation should be obvious from other parts of this chapter. Slightly less
obvious, since it has not been mentioned earlier, is normal vector transformations. Normal

vectors should not be translated and not be projected, so only the rotation of the model-
view matrix applies.

Generation of texture coordinates is as described in another place in this book. Transfor-
mation of texture coordinatesis less obvious, and mostly beyond the scope of this book.

A vertex shader specifies the functionality of the vertex processor. In addition to what |
said above, it can:

» set valuesfor interpolation for usein afragment shader

It knows nothing about:

» Perspective, viewport, frustum
e Primitives (1)

e Culling

6.9.3 Primitive assembly

Primitive assembly has nothing to do with “primitive” asin “simple”. Rather, it assembles
datafor graphics primitives from connectivity data and the result of the vertex processor.
The vertex processor knows nothing about connectivity, so here the appropriate data struc-
tures are put together, based on tables provided by the host program.

This box is optionally programmmable by the use of geometry shaders, the third kind of
shader, which may add/modify geometry procedurally. Recent GPUs also have support for
tesselation shaders, which also fits in the primitive assembly box from our perspective.
These shaders are useful for operations like generating splines (see chapter 8). Although
these operations are interesting and useful, they are beyond the scope for this book.

6.9.4 Clipping and culling

In (non-programmable) this step, the primitives are clipped to the edges of the screen, and
back-face culling is applied.

60 Three-dimensional transformations



Note that clipping must handle not only the ssmple clipping of the polygon as such, but
also all data associated with the vertices. New vertices are created, and the other data, such
as texture coordinates, but be interpolated properly.

6.9.5 Scan Conversion

This non-programmabl e step corresponds to what will be described in chapter 15.10. It is
called rasterization, scan conversion or raster conversion. Polygons are converted to pixel

coordinates of pixelsthat it covers. Note that although we get pixel coordinates, we usethe
term fragment as long as we do not write data to the actual pixel storage. A complete frag-
ment is a candidate value for a specified pixel. At this point, we only have the coordinates.

.._

O

FIGURE 35. Scan conversion

But this step does not only create pixel coordinates. It also interpol ates other data, like tex-
ture coordinates, so that each fragment get its own, interpolated values.

6.9.6 The fragment processor

With pixel coordinates and interpolated values for color, texture coordinates etc., the frag-
ment processor calculates a color value for the fragment.

« .

O

FIGURE 36. The fragment processor gener ates colorsfor each fragment

This handles several problems:
e Texturing
* Fog
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* By-pixel light, including bump mapping

The fragment shader specifies this functionality. It is sometimes called pixel shader,
although this name is arguable since the result is not necessarily written to a pixel due to
later tests. It replaces the fixed functionality of the fragment processor. It can:

e et the fragment color
 get color values from textures

» useany kind of interpolated data from the vertices

It can not

* change the fragment coordinates

* writeinto texturest

 affect stencil, scissor, apha, depth...

6.9.7 Fragment operations

Before the fragment can be written into the frame buffer (and thereby affect areal pixel)
there are afew more operations that need to be done.

» Stencil test
o Z-buffer test
¢ The blend function (glBlendFunc etc.)

The stencil test checks the value of the stencil buffer (sSsimply put, a mask buffer) to see if
the fragment can be written at al. Although the stencil buffer isvery useful, we choose not
to elaborate on that here.

When | say that a certain kind of shader can or can not do something, my claims may turn
incorrect over time. The technology is evolving al the time and limitations are worked on.

We are discussing shader programming all over the book. Some language details are not
relevant for the discussions as such and are collected in chapter 18.

OpenGL pipeline does not solve al problems for us. It gives us the order of events for
transformations and afew other operations, but there are many tasks that are more applica-
tion-dependent, that OpenGL can not solve for us. Those problems are often addressed in
the software parts of the 3D engine.

In this chapter, we covered transformations to different coordinate systems, the vertex pro-
cessing. Now we need to continue with fragment processing, what to draw into the final
pixels.

1. Thisisno longer true in OpenGL 4.2 and up, where the call imageStore was introduced
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/. Light modelsand
shading

Lighting is extremely important, and a hard problem since the exchange of light between
objectsin areal sceneis an extremely complicated process depending on positions, light
sources and not least materials. What makesit so hard is that lit objects emit light them-
selves, so thefina light level isthe result of an infinitely recursive process of light
exchange. See the figure below.

N |
- — Reflecting
71\ surface
Light
source
Resulting

light intensity

2\

FIGURE 37. The exchange of light in a scene

The figure only hints the complex process of real light exchange. A fully realistic model
would have to integrate mutual light exchange between an infinite number of infinitesimal
surfaces, each with different light levels and behavior, and include a detailed model of
varying responses for different incoming and outgoing directions. For that reason, com-
puter graphics always use fairly crude approximations of reality. With modern GPUs, the
approximations are getting better and better even in real-time, but we will start withasim-
ple and practical model that will do in most cases.
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7.1 Thethree-component light model with the Phong model

We will start looking at asimple light model, the basic three-component model with ambi-
ent, diffuse and specular light components. Thisisasimple model that allows efficient
implementation. Thus, it isthe light model of choiceif you want to do things the easy way.

We make two assumptions, both clearly incorrect:
 Light sources are point-shaped

« Light emitted from one surface gives no contribution to the light emitted from other
surfaces, that is, only light sources contribute.

Thisis clearly unreasonable. No light sources are point-shaped, and even if that isarea
sonable model for small sources like lightbulbs or candles, there are many distributed light
sources. Also, in alit room, every surface that is not pitch black is alight source, emitting
parts of the light that hitsit! Instead, all the exchange of secondary light is roughly mod-
eled by the ambient light level, a constant level that contributes to all surfacesin the scene.

The light model works as follows: The light emitted from a point in asurface is the sum of
the ambient light and contributions from all light sources from which light hits the surface.
(Thisvaguely hints a check for shadows, which we do not consider at this point.) The light
source has areflectivity, kg, which we assume is constant for all directions. This reflectiv-
ity, aswell asthelight levels, should really be athree-component vector, R, G, B, but we
ignore that too for now.

If the ambient light level isi,, then the contribution from the ambient light to the light that
is emitted from the surface is

Tamb = Kdla

Thisisthefirst component (out of three) in the light model. The other two components add
contributions from direct illumination, modeling diffuse and specular reflections, respec-
tively. Let us start with diffuse reflections.

Perfectly diffuse surfaces emit light with the same intensity in all directions. Such a sur-
faceiscalled aLambertian surface. A surface whichisfairly closeto aperfect Lambertian
surface is plain paper.

Even if Lambertian surfaces emit light uniformly in all directions, they do not accept light
uniformly. The incoming light level depends on the angle with which the light hits the sur-
face:

Igiff = KqisCOSB

whereigisthelight level from the light source sand 6 is the angle between the surface

normal and the direction towards the light source. Thus, a diffuse surface will emit the
most light when the light is parallel to the surface normal.
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FIGURE 38. Diffusereflections are calculated from the direction towar ds the light source and the
surface normal.

We assume that both vectors are normalized, so they have length 1. The direction depen-
denceisthen easily calculated with the dot product.

cosO = sn

This gives us the diffuse reflection component. If we only have those two components,
ambient light and diffuse reflection, then we can calculate the total emitted light as:

| =lamb + X lgiff s = Kala * 2 KaisCOSBs

where the sum is taken for all light sources s. (This formula does not take negative light
into account. See below.)

The third component, specular reflections, add support for specular surfaces like metal.
Note that thisis something completely different than amirroring surface since it will only
reflect direct light from light sources.

The specular surface does not emit light uniformly in all directions, but will give higher
light levels around a direction which is found by mirroring the incoming light direction in
the surface.

From the geometry we have the direction towards the light source, s, and the surface nor-
mal vector n. From these we can cal cul ate the mirrored vector r according to section 4.12:

r=2n(sn)-s

The angle between r and the direction towards the camera, v, are used to calculate the light
contribution. We call this angle .

O_

I\ n

FIGURE 39. Vectorsand anglesinvolved in specular reflection
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The contribution from specular reflection is calculated as
ispec = Kepec 000y
As before, we get the cos value from the dot product:
COSPs =gV

Note the exponent n! This parameter specifies how sharp the reflection should be, the shin-
iness. At low n, say 1-5, the specular reflection will be fairly similar to the ambient one. To
get really sharp reflections, n must be very high, 50-100. See the next figure:

FIGURE 40. Shading of a spherewith diffusereflection (far left) and specular reflection with
shininessn =1, 5, 25 and 125 (remaining four).

The resulting light level must not be negative. There is no such thing as negative light.
Therefore, we should eliminate that, and write the full formula as

i = kgia+ 3 Kgigmax(0, cosBy) + Kepecls'max(0, cos'@y)

Thismodel for specular light is called the Phong model. Thisis not to be confused with
Phong shading.

Finally, let me mention a similar, alternative way to calculate specular reflections, using
the halfway vector. Thisis aso known as the Phong-Blinn model. See Figure 41.

NI
_O_
71N\ h

FIGURE 41. Specular reflection calculation using the halfway vector

The halfway vector H is calculated as the vector between s and v.
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and then the specular reflection for asingle light source is calculated as
ispec = Kepecs008™0lg = Kepeciis(N-hy)"

This opens possibilities for optimizations, e.g. when using directional light. In any event,
theresult isvery similar.

7.2 Materials

The reflectivity of an object depends on its surface material. Materials do not only have
different color, but also highly different reflectivity characteristic. The smplest way to dis-
tinguish materialsis on alinear scale from diffuse (matte paper) to specular (shiny sur-
faceslike metal). Thisisavery rough scale, but it handles most common materials fairly
well. (If your task isto simulate materials as closely as possible, don’t even think of a
model thissimple.)

With the three-component model, a material can thus be described by ten values, kg, Ky
and kgpec for each color channel (and possibly alpha although that complicates the matter a
lot more) and the n value (shininess). It is common that k, and k are the same.

7.3 Light attenuation

Above, we have only considered the incoming light level that reaches a surface. We should
also consider the relation between the light source strength and the light level that reaches
the surface, that is, we should have away to specify the light attenuation, how much the
light intensity drops with distance.

Since we are using point light sources, it seems asif the proper attenuation would be a
quadratic falloff, right? Well, yes, in away, but in areal situation we don’t have point light
sources, and much light is secondary light. A slower falloff will then be agood approxima-
tion for those factors that we can not model in other ways. So depending on the kind of
scene, you may prefer alinear attenuation, or rather acombination of quadratic, linear and
constant:

1
a+bd+cd?

f(d) =

where d isthe distance and a, b, ¢ are the desired attenuation parameters.

Thisisin no way a scientific and exact model. For higher precision, you should turn to
methods like those in radiosity (see chapter 17) where attenuation is simply a question of
what solid angle a surface fills when seen from another.
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Attenuation can, to some extent, give the otherwise “dead” ambient light some life, since
ambient light is associated with alight source, and can thus be affected by distance.

7.4 Other light models

The model described above is sufficient for many needs, but there are situations when you
want more advanced models. An example is when drawing scenesin traffic. Traffic signs
have avery different reflectivity, reflecting light back towards the light source rather than
around amirroring angle. Also, many materials vary the reflectivity depending on angle.
For example, paper is close to Lambertian in most angles, but when viewed at very steep
angles they suddenly look glossy. Gold has asimilar variation, and glassis practically
transparent at incoming angles near the normal, while it becomes very mirror-like near 90
degrees!

The first step towards a more general light model is to replace the constant kg by angle-
dependent functions.

| spec = W(B)-l)-cos’a

Thiswill model the variation from the incoming angle displayed in paper and glass well,
but can not model traffic signs, for example.

A powerful tool for modeling reflectionsis the BRDF, the bi-directional reflectance distri-
bution function. With such a function, you can model even behaviors like variable
responses to different colors (frequencies), and dependencies of sideways angles (while
we only considered elevation angles so far). All in al, the function takes five parameters,
two incoming and outgoing angles plus the light frequency. This can be implemented by a
formula or by alook-up table.

7.5 Shading

When we have decided on alight model, the next question is how to render it. On older
systems, polygon rendering was a critical operation that had to be highly optimized. For
those systems, the only reasonable way to render wasto find away to incrementally derive
the shade of one pixel from its neighbor. On modern system, we have a much bigger free-
dom to calculate each pixel separately. Three major ways to do shading can be identified,
flat shading, Gouraud shading and Phong shading.

7.6 Flat shading

In flat shading, the shade for the entire polygon is calculated once and for all. We may ssim-
ply take the surface normal for the polygon (whichis easily calculated by a cross product)
and do light calculation from that, asillustrated in Figure 42. Thisis fast enough for very
slow systems, but the result is dull. Edges between polygons are highly visible and the
shading is highly unrealistic.
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FIGURE 42. Flat shading, calculate one shade for entire polygon

Figure 43 shows two examples, an octahedron (eight-sided polyhedron) and the Stanford
bunny model, both flat shaded. The octahedron looks perfectly natural, since the shape has
so few polygons. However, we are usually using shading to make models ook as round as
possible, and flat shading can not help. The bunny looks really crude. (Concerning the
model itself, see chapter 8.3.)

[l

FIGURE 43. Flat-shaded octahedron, seen from corner, and the Stanford bunny model

You should hardly ever consider flat shading for normal rendering. However, there are dif-
ferent situations where flat shading iswhat you want, usually in the form of painting a
whole object in asingle color. Examples that will come later in this book include calcul a-
tion of the potentially visible set (PVS) and form factors for radiosity.

7.7 Gouraud shading

Gouraud shading [15] is significantly better than flat shading. Gouraud shading is named
after Henri Gouraud, who developed the method in the 70’s. In Gouraud shading, the
lighting calculations are performed once for each vertex, and shades are interpol ated
between vertices. Thisis simple, very efficient, and given polyhedra with enough detail it
produces fairly good results. However, artifacts are visible and highlights (from specular
reflections) are not rendered well.

Figure 44 shows an example with an octahedron seen from the corner. There are visible
artifacts. The example shape is, of course, stretching the situation quite a bit since we try
to make alow-polygon polyhedron look round, and that is why there is a second, more
realistic example below.
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FIGURE 44. Gouraud-shaded octahedron, seen from corner

For the bunny, we chose to make two different examples (Figure 45), with and without a
specular component in the light calculation. The model has (barely) enough polygons to
produce a decent result for diffuse reflections, but with specular reflections, polygons are

too visible.

FIGURE 45. Stanford Bunny with Gouraud shading, diffuse only (left) and specular (right)

Figure 46 illustrates what happens. There is one normal vector in each vertex. Since we
want to simulate a curved surface, these vectors are not necessarily parallel. For each ver-
tex, lighting is calculated with its surface normal. Then these light values are interpolated

over the surface.

FIGURE 46. Gouraud shading, calculate light at vertices, interpolate shades

Gouraud shading was the method of choice for many years. After GPUs became common-
place in the late 90's, Gouraud shading came for free with the hardware, but since pro-
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grammabl e shaders arrived, the world has turned to the higher quality of Phong shading.
Even so, Gouraud shading is the fastest method. Thusit is often used despite being the
second-class shading. Thus, Gouraud shading is:

* extremely fast
« renders curved surfaces fairly well, but with visible artifacts if the polygon count islow

7.8 Phong shading

Phong shading [14], not to confuse with the Phong model, is a high-performance shading
method where lighting is calculated on a per-pixel basis. Like Gouraud shading, it is
named after its inventor, in this case Dr. Bui-Tuong Phong. Instead of calculating shading
values per vertex, and interpolating them to each pixel, the normal vector of the verticesis
interpolated, so lighting can be calculated for each pixel with a unique normal vector.

Figure 47 shows the usual examples with an octahedron seen from the corner and the
Stanford bunny. Thisis about as good as it can get when trying to make alow-polygon
model like thislook smooth. The bunny is rendered including the specular component,
which gives some nice specular reflections.

FIGURE 47. Phong shaded octahedron, seen from corner, and Phong shaded bunny

Figure 48 illustrates the calculations. Like before, each vertex has a surface normal, but
this time the surface normal's, and not the shades, are interpolated. Note that the normal
vectors can not be used after linear interpolation alone, because if we do, the length of the
vectors will be shorter in the middle. Thus, normalization is necessary in the fragment
shader.

Phong shading features:
 renders curved surfaces with good results even for models with low polygon count

 supports nice specular reflections

* requires more computations, light calculations in the fragment shader rather than ver-
tex, which means once for every pixel
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FIGURE 48. Phong shading; interpolate nor mals, calculate light by pixel

Note that any of these three shading methods can use the full three-component light
model, so you can use the Phong model with flat shading, and you can render Phong shad-
ing with only diffuse reflection. However, coupling Phong shading to the Phong model for
specular highlightsis not unreasonable. According to their own publications, Valve soft-
ware [35] calculates highlights separately with Phong shading, while diffuse shading
appears to be computed by Gouraud shading. The simple logic is that the specular part is
the only component that really needs Phong shading.

7.9 Light sourcesin OpenGL

When specifying light sourcesin OpenGL, thisis mainly amatter of aposition and acolor
(unless the light source is white, but even then the “color” may specify the strength of the
light source). There are, however, afew more parameters to consider. Light attenuation,
described in chapter 7.3, is easy to implement.

You can choose whether alight should be positional or directional. If the light sourceis
very distant, like the sun, it can just aswell be modeled as a direction vector, which will
also make some optimizations possible. (Less calculations per pixel.)

A related issue isto specify materials, although that is not in the light source. A simple
material description can specify material color for a separate diffuse and specular compo-
nent, plus the shininess value, the shininess exponent in the Phong model. Just specify all
components you need according to chapter 7.1, or implement some more sophisticated
model when needed.

Note that you also sometime want a surface to be self-illuminated, which givesit avalue
to be added on top of the rest. Thisisjust one more parameter to add in your fragment
shader.

In order to calculate light, normal vectors must be included. (We skip light intensity, light
color and material parameters for simplicity.). This adds one important detail. Most trans-
formations that we perform on our models must also be performed on the normal vectors!
If amodel rotates, be it because it moves or the camera moves, the normal vectors must
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rotate exactly the same way. However, not all transformations should be applied, not the
translations!

Likewise, positional light sources must also be transformed so it moves appropriately with
camera and object movements, and directional light sources should be rotated but not
translated.

7.10 Shadingin OpenGL

Once we get to shading, we can tie this together and make code of it. Gouraud shading and
Phong shading both fit very well into GLSL. Flat shading is, of course, easiest, where you
pass the desired color as one single vector. No interpolation is needed so the rendering will
be the fastest imaginable. We saw that aready in the first example in section 3.7.2.

7.10.1 Gouraud shading in OpenGL

For Gouraud shading, we should interpol ate shades between vertices. To do that, we need
to pass the shade from the vertex shader as an out variable, received by the fragment
shader as an in variable by the same name (exColor below).

A variable passed from the vertex shader to the fragment shader this way is interpolated,
by default in a perspective correct way (see chapter 15). Thisinterpolation is exactly what
Gouraud shading is about, interpolation from vertex to vertex. We refer to this as an inter-
polated variable or varying variable.

Let us make adlight variation on it with a hard-coded directional light source. We need an
array of normal vectors, and passit to the shader programs as usual.

QAfloat nornal s[] = {-0.7f, 0.0f, 0O.7f,
0.0f, 1.0f, 0.O0f,
0.58f, -0.58f, 0.58f };
gl Bi ndBuf f er (G._ARRAY BUFFER, col orBufferoj | D);
gl Buf f er Dat a( G-_ARRAY BUFFER, 9*si zeof (G.fl oat), nornmal s,
Q__STATI C_ DRAW;
gl VertexAttribPointer(gl GetAttribLocation(program "inNornal"), 3,
G _FLOAT, G_FALSE, 0, 0);
gl Enabl eVertexAttri bArray(gl Get AttribLocation(program "inNormal"));

In my vertex shader, | add a hard-coded directional light source, declare the normal vec-
torsarray and calculate alight level. Real programsinclude material parameters, specular
shading and more.

#versi on 150

in vec3 inPosition;
in vec3 inNornal;
out vec3 exCol or;
voi d mai n(voi d)

const vec3 light = vec3(0.58, 0.58, 0.58);
float shade;
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shade = dot (normalize(inNormal), light);
exCol or = vec3(shade);
gl _Position = vec4(inPosition, 1.0);

The fragment shader just puts the interpolated shade into the output.
#ver si on 150

in vec3 exCol or;
out vec4 out Col or;

voi d mai n(voi d)

out Col or = vec4(exCol or, 1.0);
}

800 GL3 Gouraud shading example

FIGURE 49. Gouraud shaded polygon.

The result is the smoothly shaded polygon in Figure 49. However, note that all values are
between the vertex shades. There can be no extreme points between them. For that we
need Phong shading.

7.10.2 Phong shading in OpenGL

When making a Phong shader of the example above, the main program uses the same data,
the change isin the shaders. The whole change is to move the light calculation (the dot
product) to the fragment shader, and interpolate normal vectors instead of shades. Thus,
the exColor variable disappears and is replaced by exNormal.

Vertex shader:

#versi on 150

in vec3 inPosition;
in vec3 i nNornal ;
out vec3 exNornal ;

voi d mai n(voi d)
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exNormal = i nNornal ;
gl _Position = vecd(inPosition, 1.0);
}

Fragment shader:
#versi on 150

out vec4 out Col or;
in vec3 exNormal ;

voi d mai n(voi d)

const vec3 light = vec3(0.58, 0.58, 0.58);
float shade;

shade = dot (normal i ze(exNormal ), light);
out Col or = vec4(shade, shade, shade, 1.0); // inColor;

}

And the result isindeed better, as of Figure 50. Add specular reflections and you get nice
reflections asin Figure 47.

18.0.0 GL3 Phong shading example

FIGURE 50. Phong shaded triangle.

7.11 Thenormal matrix

For calculating light, we need normal vectors. When we apply rotations (and more) on our
models, the normal vectors must also be transformed. See Figure 51.

At first glance, we could be tempted to use the same transformations as for vertices, but
that will not work at all.

» Vertices should have the projection transformation applied on them, transforming them
to projected coordinates, while normal vectors should be transformed to view coordi-
nates.
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* Normal vectors are directional vectors while vertices are positional. Because of that,
transl ations make no sense for normal vectors.

(K

FIGURE 51. Normal vectors must rotate with models

This leads to one simple solution: apply the model-to-world and world-to-model transfor-
mations, but only the rotation part (3x3 matrix). Since this matrix is the same for many
vertices, it makes sense to create it on the CPU. Basically, multiply your model-to-world
and world-to-view matrices but zero out the trandlation part, or pass only the 3x3 rotation
part to the shaders.

Thiswill help in many cases, namely aslong as there is no non-uniform scaling. However,
non-uniform scaling will demand a very different normal matrix.

Asaclarifying example, take the situation shown in Figure 52, where anormal vector to a

surface in amodel, scaled by the same scaling as the model, turns out not to be a normal
vector to the surface any more.

=

FIGURE 52. Non-uniformed scaling applied incorrectly on normal vectors

To solve this problem, we must modify the normal matrix. The solution is to calculate the
inverse transpose of the rotation part of the matrix, (R‘l)T, which transforms normal vec-
torslike: n’ = (RHT n.

We should not take that for granted, so let ustry to prove it:

Consider a surface with anormal vector n and a tangent vector (vector in the plane) x.
Thennex=0.

A model-to-view matrix M isused to transform vertices. The tangent vector can be defined
asthe difference of two surface points, x = a - b, which will transform linearly with L, that
isxX’ =Mx =M(a-b).

The normal vector n istransformed by a not yet determined matrix N, asn’ = Nn. Thisis
anormal vector to the transformed surfaceif n’ « x’ = 0.
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We will now provethat N = (M‘l)T will produce the appropriaten’. Then

NneMx=0

(MDTh e Mx=0

Now we need to be a bit picky about transposing. A dot product isreally amatrix multipli-
cation between one single-row matrix and one single-column matrix. If we consider vec-

tors to be column vectors by default, then the row vector version of nisn'. Now we can
rewrite the formulato amatrix multiplication (where vectors are intentionally not boldface
because they are now 1x3 matrixes):

(M HTh)TMx =0
But the transpose of a matrix multiplication is a product of two transposed matrices as
(AB)T=B'AT s0
(nN"M)(Mx) =0
n"MiMx=0
n"(MIM)x =0
n'x=0
which, in our usual dot product notation is the same as
nex=0
which was our initial assumption. Therefore, we conclude that our claim holds.

More intuitively, the inverse transpose will reverse all rotations twice, thereby leaving
them unchanged, while scalings are reversed only by the inverse but not the transpose, and
will therefore be affected (although we need the proof above to know that it does the right
thing).

7.12 Shadows

In the context of light and shading, shadows should be mentioned. The closest we get to
shadows in this chapter is that alight source does not contribute to the side of objects that
face away from the light source, so we have alimited self-shadowing, However, objects do
not cast shadows upon each other. Making such shadows is quite possible. In this book,
you will find techniques like ray-tracing, radiosity and light mapping, which al can pro-
duce nice shadows, although not in real time.
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Thereal timeis mostly left for volume 2, where we will ook at several important meth-
ods. Here, | will only mention one: planar shadows.

Consider alarge, flat surface, afloor. It is so big that we don’t need to consider any edges.
Over that surface, you place amodel. Now we want it to cast a shadow. In this particul ar
case we can make it pretty easy. All you need to do isto draw the object twice, onceinits
“real” position, and once at floor-level, flattened. You move it to the proper height with a
trandation, flatten it by a scaling matrix scaling by (1, 0, 1) and finally you draw it without
textures, with adark shade, preferably with some transparency so that the background can
shine through alittle.

The Figure 53 shows this method applied to the Stanford bunny model.

FIGURE 53. The Stanford bunny model with a planar shadow created by linear transfor mations

My total model-to-view transformation consists of a camera placement multiplied with a
few transform like this:

total = camera * T(0, -0.8, 0) * §(1, 0, 1) * Ry(a)

The tranglation places the shadow below the rabbit, and should match the floor position.
The scaling flattens the rabbit along theY axis. Finally, there is atransformation (rotation)
matching the movement of the non-flattened rabbit above.

The result in the figure might not look spectacular, but if you do exactly this on a textured
floor, maybe with a bit of transparency, you can make pretty useful shadows that will
improve the scene considerably. That is, aslong as you are on abig flat surface.

You can generalize this method to draw shadows on any flat surface, and with proper per-
spective, by applying standard transformations (including a projection matrix for perspec-
tive) and using the stencil buffer. This, as well as shadow mapping, shadow volumes and
ambient occlusion, are subjects for volume 2.

78 Light models and shading



8. Shape representation,
curves and surfaces

When building and manipulating 3D scenes, the shape representation is of utmost impor-
tance. In this chapter | will discuss not only different ways to represent shapes, but also
tools that are useful for controlling animation, in the form of splines.

8.1 Polyhedra models

During the actual rendering of 3D scenes, everything is turned to polygons. Thus, the
shortest and fastest path from a shape to screen is from polyhedra, mesh models. Other
kinds of shapes are practical at higher levels, so we can consider polyhedra modelsto be
the low-level representation. It isideal for real-time rendering, but awkward to modify.

A polyhedramodel is obviously a set of polygons, triangles or larger. A first question is
how that is best stored in memory. Let me first describe a“first try”, aformat that may at
first glance seem suitable. The model consists of polygons, and polygons are built from
vertices. Well, that could be stored like this:

Vertex = (X, Yy, 2)

Triangle = array of Vertex
3Dhject = array of Triangle

As an example, the data can look like this:

Triangle[1]: (10, 10, 10), (10, 20, 10) (10, 20, 20)
Triangle[2]: (10, 10, 10), 10, 20, 10), (10, 10, 20)
Triangle[3]: (. . . ), (. . .), (. . .)

This may seem reasonable, but now | claim that thisis not a good format. Why?

Look at these simple examples:
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FIGURE 54. Pyramid and cube - how much data do they need?

The pyramid consists of 4 triangles and 4 vertices. The cub is built from 6 squares (quads)
or 12 triangles, with 8 vertices. But with the format above, each vertex is repeated for
every polygon itis part of, so the pyramid needs 12 vertices, and the cube as much as 24 or
36!

The problem is that each vertex is multiplied, copies are put into every triangle that
touches the vertex. The result is several times more vertices to process than necessary!

If we instead optimize the format alittle bit, we can index vertices instead of duplicating
them. Then it looks like this:

Vertex = (X, Yy, 2)

Vertex table = array of Vertex

Triangle = array of integers

Triangle table = array of Triangles

3DChj ect = Vertex table + Triangle table

The example gets dlightly different:

Vertex table:
(10, 10, 10)
(10, 20, 10)
(10, 20, 20)
(10, 10, 20)

Tri aﬁgl e tabl e:
(1, 2, 3
(1, 2, 4

Now, all verticesin the object are in one list, where each occurs once. Polygons are effi-
ciently built from indicesinto the vertex table.

8.2 Loading polyhedra models from disk

There are many disk formats for 3D models. Richer formatsinclude extrainformation like
animation data. Such information may include a skeletal system (skin & bones), or defor-
mation vectors (common for face animation). We ignore such possibilities for now.

A simpleformat for 3D modelsis Wavefront OBJ. It isatext based format whichin aclear
and obvious way has lists for vertices, normals and texture coordinates, followed by a
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polygon list giving indices to each list for every vertex in the polygon. Hereisatrivia
example, atextured cube:

cube, exanmple of .obj file
8 verti ces:

-2.5-2.5 10

-2.52.510

2.52.510

2.5 -2.5 10

-2.5-2.515

F<<<<<< << < HH

vn
# 4 texture coordi nates
vt 00

vt 01

vt 11

vt 10

12 triangl es:
1/1/1 2/2/1 3/3/1
3/3/1 4/4/1 1/1/1
5/1/2 6/2/2 7/3/2
7/3/2 8/4/2 5/1/2
1/1/3 4/2/3 6/3/3
6/3/3 5/4/3 1/1/3
4/ 1/ 4 3/2/4 7/3/4
7/3/4 6/4/4 4/1/4
3/1/5 2/2/5 8/3/5
8/3/5 7/4/5 3/1/5
2/1/6 1/2/6 5/3/6
5/3/6 8/4/6 2/1/6

H*

— o o o ——h —h —h —h —h —h —h

Each row starts with a code that tells what it contains:
v: Vertex, specified as three floats.

vn: Normal vector.

vt: Texture coordinates.

f: Face, that is a polygon.

Making aprogram that |oads such afile and displaysit isfairly easy. There are some more
featuresin the format, like material references and Bézier patches, but we skip that for
now. A bigger problem isthat all models are not quite as ssmple and symmetrical asthis
one. There may be many-sided polygons. If you want your model to be triangles only, then
you must post-process. A worse problem is that polygons may refer to different normals
and texture coordinates for a vertex, which complicates drawing. You may have to dupli-
cate vertices to make every vertex have only one normal vector and texture coordinate pair.
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The simplest way to deal with .obj isto load it aslisted in the file and draw it with
OpenGL immediate mode. It is not the most efficient way, but for our purely educational
purposes, it isgood enough, and you can speed it up with display lists. On the course page,
you will find a more advanced loader, which rearranges the data to allow more efficient
rendering.

There are countless other 3D formats. Another that isagood first pick isVRML. Although
VRML isavery complex format capable of describing entire scenes, its meshes are
described straight-forward as plain text, so if you skip everything you don’t need, loading
amesh from aVRML is not complicated.

When you want to move to more powerful formats, the choice islikely to depend on what
modeling program you use and what features you need.

8.3 Popular standard mesh models

When you have an .obj loader, you can search for models on the web or use some 3D mod-
eling program. (Wings3D and Blender are two free options. You may also try Teddy, see
below.) But if you know what you are looking for, things get easier.

There are afew models that are so well known that they can be considered standard. First
of al, the quadric surfaces (sphere etc., see page 88) are already defined by the OpenGL
libraries, and being simple as they are, they are highly suitable first test models. Another
shape that is pre-defined for you is the Utah Teapot.

FIGURE 55. The Utah Teapot

The Utah Teapot was created as early as 1975 by Martin Newell, which makesit avery
early 3D model for being with thisdetail. It was created from measurements done on aredl

teapot.

The Utah Teapot isavailable in GLUT/FreeGLUT as glutSolidTeapot(). (Not, however,
currently in MicroGLUT as of 2013.) That makes it the only shape beyond the quadrics
that is been available with no extra effort.t

1. Incaseyou don't find teapots amusing, | recommend that you listen to “ The Flying Teapot” by the french
psychedelic jazz-rock group Gong. Then you might get inspired, maybe for strange retro space creations.
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With an .obj loader, however, there are many others. The most significant one is probably

the Stanford Bunny. It is available in different resolutions on the web and iswidely used in
research. In this book, we use alow-resolution version, since that is most suitable for illus-
trating graphics algorithms.!

m
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FIGURE 56. The Stanford bunny, low resolution (899 triangles)

You usually find this model in higher resolutions. When your goal is good looks, that is
certainly preferrable, but polygons get so small that it is hard to illustrate things like
Gouraud shading on it.

The Stanford bunny2 was created in 1993 or 1994 (sources disagree on the exact year) by
scanning a physical plaster model. A Googling on “bunny.obj” should find many down-
loads. At Stanford [26], it can be downloaded in high resolution asaPLY file, aformat
closely related to the OBJ format, but you will be better off starting with alow-res version.

One of my favorites, maybe not aswidely known as the teapot and the Stanford bunny, but
still fairly well-known, is Teddy:

FIGURE 57. Teddy

1. It should be noted that we used another bunny model in the past, incorrectly referred to as Stanford bunny
in earlier editions. This has now been corrected, and with the low-res Stanford bunny the old bunny is
now fully replaced by the “real” one, equally suitable for the purpose.

2. Speaking on inspirational songs, in this casejust sing “ My bunny is over the ocean, by bunny is over the
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Teddy! was provided as example model for the highly intuitive and easy-to-use modeling
program by the same name, created by Takeo Igarashi [25]. The modeler does not give you
the control of serious 3D modeling packages, but it is very nice for quick drafts, which
may be just what you need for creating contents for a student project.

Given agood loader, you may also want to consider other formats, like Quake2 and
Quake3 formats and the 3ds format. Writing one yourself is, however, a harder task than
dealing with .obj meshes or extracting meshes from VRML.

8.4 Specifying geometry in OpenGL

Without geometry, OpenGL does nothing. In OpenGL, you should specify geometry as
arrays that you upload to Vertex Buffer Objects, as we have seen in earlier examples.
There are some other ways, like the old, slow but easy “immediate mode”, and display list,
that you may seein old examples, but | recommend you to avoid them.

We have aready seen how to draw asingletriangle withVBOs, so let’s expand that alittle
bit, and draw a cube. A cube can be specified like this:

Qfloat vertices[8][3] = {{-0.5,-0.5,-0.5},
{0.5,-0.5,-0.5},

0.5,0.5,0.5}}
Afloat normal s[8][3] = {{-0.58,-0.58, -0.58},
{0.58,-0.58,-0. 58},
{0 58, 0. 58, - 0. 58},
{-0.58,0.58,-0. 58},
{-0.58,-0.58, 0. 58},
{ 58 -0.58, 0. 58},
{ 058058}
{-0
{

0.
0.

o 58 o 58}};
0,7

0001

Q.ubyt e cubel ndi ces[ 36] =
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Load it onto the GPU essentially as before, but with some higher numbers and specific
calsfor theindex array:

/1 Alocate and activate Vertex Array (bject
ol GenVertexArrays(l, &ertexArray(jlD;

gl B ndVertexArray(vertexArray(hj 1D ;

/1l Alocate Vertex Buffer (bjects

ol GenBuffers(l, &ertexBufferQojlD;

gl GnBuf fers(1, & ndexBuffer@jlD;

gl GenBuf fers(1, &ornal Buf ferChj1D;

1. Maybe you think | will suggest Lasse Berghagen, but no, I’d rather suggest Elvis Presley. Can you put a
chain around Teddy’s neck - with the challenge to make it move right - then we have a point.
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/1 MBOfor vertex data

gl B ndBuf f er (Q._ARRAY BUFFER vertexBufferoj 1 D ;

gl Buf f er Dat a( Q._ARRAY BUFFER  8*3*si zeof (Afl oat), vertices, Q. STATI C CRAVY;

ol VertexAttribPointer(gl Get AttriblLocation(program "inPosition"), 3, Q_FLQAT,
A FALSE 0, 0);

gl BEhabl eVertexAttribArray(gl Get AttriblLocati on(program "inPosition"));

gutPrintEror("init vertices");

/1 MBOfor vertex data

ol B ndBuf f er (Q._ARRAY BUFFER nornal Buf ferj 1 D) ;

gl Buf fer Dat a( A._ARRAY BUFFER  8*3*si zeof (Afl oat), normal s, Q._STATI C DRAVY;

ol VertexAttribPointer (gl Get AttriblLocation(program "inNornal "), 3, Q. _FLOAT,
A _FALSE 0,0);

gl Enabl eVertexAttribArray(gl Get Attri bLocation(program "inNornal "));

gutPintEror("init nornal s");

gl B ndBuf f er (Q._BH.BEMENT_ARRAY BUFFER i ndexBufferMj I D) ;
ol Buf f er Dat a( Q._H.BEMENT_ARRAY BUFFER  24*si zeof (Quui nt), cubel ndi ces, Q._STATI C DRAVY;
gutPrintEror("init index");

and draw it like this:
gl B ndVertexArray(vertexArrayChj 1D ;
gl DravH enent s(AQ._TR ANALES, 36, G._UNSIG\ED BYTE, NULL);

| used the Phong shader from section 7.10, and arotation and the result (Figure 58) is
quite similar to the ray-traced rendering from section 7.8.

i 800 GL3 cube example

FIGURE 58. Simple cube model rendered with OpenGL.

An important difference from our earliler examplesthat that we now use glDrawElements,
which uses an index list just as discussed in section 8.1. The size of the arrays is reduced,
and performance isimproved as a comfortable side effect.

Note that there are 24 indices, 6 sides times 4 vertices, but only 6 verticesin the vertex list.
When drawing polyhedra models with thousands of polygons, the reduced number of
function calls alone will raise performance significantly. From this point, it is comfortably
easy to moveto bigger models. As an example, let us render Teddy (as shown above). | use
the .obj loader that is available in the on-line lab material. Thisis also the right time to use
a perspective matrix (as of chapter 6.8) in afull demo.
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We use the following transformation matrices:

Qfloat rotationMatrix[] ={ 0.7f, 0.0f, -0.7f, 0.0f,
0.0f, 1.0f, 0.0f, 0.0f,
0.7f, 0.0f, 0.7f, 0.0f,
0.0f, 0.0f, 0.0f, 1.0f };
Qfloat translationMatrix[] ={ 1.0f, 0.0f, 0.0f, O.Of,
0.0f, 1.0f, 0.0f, 0.0f,
0.0f, 0.0f, 1.0f, -2 0f,
0.0f, 0.0f, 0.0f, 1.0f };

#define near 1.0

#define far 30.0

#define right 1.0

#define left -1.0

#define top 1.0

#define bottom-1.0

QAfloat projectionMatrix[] =
2.0f*near/(right-left), 0.0f, (rightH eft)/(right-1eft), O.0f,
0.0f, 2.0f*near/(top-botton), (top+botton)/(top-botton), O.Of,
0.0f, 0.0f, -(far + near)/(far - near), -2*far*near/(far - near),
0.0f, 0.0f, -1.0f, 0.0f };

For this demo, we consider the rotation matrix our model-to-world matrix, the transation
is the world-to-camera, and then we use a perspective projection matrix directly modelled
after chapter 6.8. Naturally, all these matrices should be created by convenient functions.

For loading the .obj, we use the loadobj loader, which loads the obj into a structure like
this:

typedef struct

QAfloat* vertexArray;
G.float* nornal Array;
G.fl oat* texCoordArray,;
G.float* col or Array,;
Gui nt* i ndexArr ay,;
int nunVerti ces;
int nunm ndi ces;

} Model ;

Asyou can see, al we need isthere, vertices, normals, indices, length of al parts, and
some more that we will need |ater (texture coordinates). Granted that LoadM odel loadsthe
model, we load and upload like this:

/1 Wl oad georetry to the GPU
m = LoadMbdel ("t eddy. obj ");

gl GenVertexArrays(1, & eddyVertexArray(hjlD;
gl GnBuf fers(1, & eddyVertexBuffer@jlD;

ol GenBuffers(1, & eddyl ndexBuffer(jlD;

gl GnBuf fers(1, & eddyNornal Buffer@jlD;

ol B ndvert exArray(teddyVertexArray(j | D ;

/1 VBOfor vertex data

gl B ndBuf f er (Q._ARRAY BUFFER teddy\VertexBuf fer(j |1 D ;

gl Buf fer Dat a( Q. ARRAY BUFFER  m>numverti ces*3*si zeof (Afl oat), m>vertexArray,
Q__STATI C DRAVY;

ol VertexAttribPointer(gl Get AttriblLocation(program "inPosition"), 3, Q_FLQAT,
Q FALSE 0, 0);
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ol BEhabl eVertexAttribArray(gl Get AttriblLocati on(program "inPosition"));

/1 VBOfor normal data

gl B ndBuf f er (Q._ARRAY BUFFER t eddyNor nal Buf fer hj | D ;

gl Buf f er Dat a( G._ARRAY BUFFER  m>numverti ces*3*si zeof (Afl oat), m>nornal Array,
Q__STATI C DRAVY;

ol VertexAttribPointer (gl Get AttriblLocation(program "inNornal "), 3, Q. _FLOAT,
Q FALSE 0, 0);

gl Enabl eVertexAttribArray(gl Get Attri bLocation(program "inNornal "));

gl B ndBuf f er (G._H BEMENT_ARRAY BUFFER t eddyl ndexBuf fer (oj | D) ;
gl Buf f er Dat a( G._H.BEMENT_ARRAY BUFFER  m >nuni ndi ces*si zeof (Qui nt), m>i ndexArray,
Q__STATI C DRAVY;

Drawing isjust like before, you just have to get the length of the index array.

ol B ndvert exArray(teddyVertexArray(j | D ;
gl DravH enent s(A._TR ANALES, m>nunindi ces, G._UNSIG\ED INT, OL);

And, of course, we need to upload all matrices:

gl Lhi for mMat ri x4f v(gl Get Lhi formocati on(program "ndl Matrix"), 1, G _TRE
rotati onMatrix);

gl Lhi f or mvat ri x4f v(gl Get Lhi fornbocati on(program "canMatrix"), 1, Q._TRUE
transl ati onMatri x);

gl Lhi for mMat ri x4f v( gl Get Lhi formocati on(program "proj Matrix"), 1, G _TRE
proj ecti onMatri x);

| could make anormal matrix to but | create them in the shader from the others.

The shaders are getting closer to “real” shaders now. Here is the vertex shader:
#ver si on 150

in vec3 inPosition;
in vec3 inNornal ;
out vec3 exNornal ;

uni formnat 4 nal Matri x;
uni formnat4 canMatri x;
uni formnat4 proj Matri x;

voi d nai n(voi d)

nat 3 nornal Matri x = nat 3(canMatrix * nal Matri x);
exNormal = nornal Matrix * i nNornal ;

gl _Position =projMatrix * canMatrix * nal Matrix * vecd(inPosition, 1.0);
}

Many components of afull-blown vertex shader arein place. We have a model-to-world
matrix (mdlMatrix), a world-to-view matrix (camMatrix) and a projection matrix (proj-
Matrix). | chose to make the normal matrix by casting camMatrix* mdiMatrix to a vec3,
thereby removing the trandlation part (since a 3x3 matrix will not fit the homogenous
coordinate parts of a 4x4 matrix). See section 7.11 at page 75.

The fragment shader is not so exiting in this case, just the simple diffuse Phong shader as
of chapter 7.10:

#ver si on 150
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out vec4 out @l or;
in vec3 exNorrmal ; // Phong

voi d nai n(voi d)

const vec3 light = vec3(0.58, 0.58, 0.58);
float shade;

shade = dot (nornal i ze(exNornal ), light);
out @l or = vec4(shade, shade, shade, 1.0); // inQlor;

}

The result (Figure 59) is, of course, similar to what we saw above but included as refer-
ence for the code above.

e e e

8 00 __CLBt_)bJ_and -p“érspective example

FIGURE 59. Teddy loaded from file, drawn lit, rotated and with per spective

| have deliberately skipped some optimizations. It is questionable if the normal matrix
should be constructed in the shader, sinceit is global for the whole model and we could
strip off the translation once and for al on the CPU. An even bigger waste is the multipli-
cation of al matricesin the vertex shader. That operation is aso best done once and for all.

8.5 Quadrics

Even though polyhedra may be the final goal, we often want to work with other shapes
that are easier to describe and modify. A highly mathematical option isto use quadrics. A
quadric is an implicit representation of a surface, where the surface is described by sec-
ond-degree polynomials. At first glance, thisis very nice. Since shapes are described by
simple functions, it is easy to calculate intersections with lines, which makes them great
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for ray-tracing. With only very few parameters, you can describe spheres, ellipsoids,
toruses, cones...

FIGURE 60. Quadrics: sphere, ellipsoid, torus, cone

...but the problem is that the possibilities pretty much end there. It is very hard to find
other, useful shapes.

A sphere is described by the following equation:
2 +y2+ 722 =12

You will often prefer the parametric form, which delivers coordinates as a function of
some parameters (radius and two angles):

X=rcos@cos9
y=rcos@sn®

z=rsing

y

FIGURE 61. Polar coordinates. positions are given asaradius placed on the X axis, rotated
around Z by 6, and then rotated around X by .

where
-T2 <102
-M<0<T

An dllipsoid is slightly more complex to describe. The equation is
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X2 + YA 2 + 2%, A = 1
The parametric form is:
X =T, COS(QCOSQ
y=rycos@sing
z=r,sinQ
-TI2< Q<102
-MSQ<ST
Thisisactually alimited form of the ellipsoid, where the main axes of the ellipsoid are
paralel to the main axes. It is possible to define rotated ellipsoids, but doing that takes

more effort than it is worth.

Thetorusis, in my opinion, the most amusing quadric, where the concept is taken to a sec-
ond level. What it does isto rotate a circle around an axis. The equation is:

2 27
Yy Z _
— + += =1
/\fr ry% f

The parametric form is more understandabl e in this case:

(I
x l\)|><
=
N

X =Ty (r + cos @) cos 0
y=ry(r+cos¢g)sin6
z=r,sinQ
-MS QST
-M<O<T

Quadric surfaces are defined in OpenGL. These calls approximate quadric surfaces by
polygons. You can even specify how dense the specification should be. The callsinclude:
gl ut Wr eSpher e/ gl ut Sol i dSpher e

gl ut Wr eCone/ gl ut Sol i dCone
gl ut WreTor us/ gl ut Sol i dTor us

You will also find somein GLU, but | consider the GLUT versions more usable. But with
GLU obsolete and GLUT more or less outdated, you can also construct the quadricsin
your own code. You just sample the functions above properly and store the result in arrays.
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Alas, as said above, the possibilities are limited. Except for the limited freedom in design,
many quadric surfaces are hard to rotate freely. Trying to find more usable quadricsis not
avery meaningful thing to do. You can find twisted, possibly visually interesting shapes,
but you are unlikely to find something that you really need. A particularly twisted variant
exists, called “ superquadrics’, which gives dlightly more freedom, but the effort isbig, the
advantage is small and the result marginal.

So my advice concerning quadrics isto use the built-in quadricsin order to get simple
shapes to experiment with, but for serious work, avoid them.

8.6 Constructive solid-geometry (CSG)

One attempt to make quadrics more useful is constructive solid geometry, CSG. CSG
defines how you can combine overlapping 3D objects with set operations (AND, OR,
XOR). Sinceit isusually based on quadrics, CSG was popular in ray-tracing packages of
the past.

All resulting edges of CSG objects are edges of the components (although many edges of
the components are hidden or cut away).

However, when trying to model shapes with CSG, you will find that it is not very power-
ful. The advantage over quadrics is marginal. We need to go further.

8.7 Splines

After my rather pessimistic comments on quadrics and CSG, it is about time | get to inter-
esting methods that | can recommend, and that iswhere we are now. Splines are extremely
useful, versatile tools that can be applied on many problems, modeling being only one of
them. It is also quite usable for describing 3D objects which real-time changes.

The original spline was a physical drafting tool which was used by designersto create
smooth curves. In computer graphicsit is something else. It isacurve built from sections,
each described by a 3rd degree polynomial.

A splineisusually (in practice | would say always) specified by a set of control points.
These control points may have identical or different meaning, depending on how the
spline is defined. There are two distinct classes of splines, interpolation splines and
approximation splines.

For an interpolation spline, all control points on the curve, so the spline interpolates the
curve from control point to control point. For approximation splines, however, control
points do not need to be on the curve. Rather, control points can act as attractors, so the
spline pulls toward the control point, but does not necessarily pass through it. With that
description, just about any curve and set of points can be an approximation spline. There
are, however, ademand that is often fulfilled by approximation splines, namely that the
spline should stay within the convex hull of the control points.
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How can we know that we make a spline that will always stay in the convex hull of the
control points? Remember the barycentric coordinates from section 4.10 at page 28! If the
demands of barycentric coordinates are fulfilled, then we are within the convex hull! And
aswe will see soon, there are splines that fulfill the demands, like Bézier curves.

Without control points, it is possible to write a parametric representation for aspline, asa
set of functions:

X = Xx(u)
y=y(u)
z =2z(u)

If each of these functionsis a polynomial, the section 0 < u< 1 would be atypical range
that defines a spline. We will, however, rather use formsinvolving control points.

When you design a curve or a surface with splines, you often design it from several sub-
sections. A very important concept for joining such sections is continuity. Depending on
how a spline isto be used, there are different kinds of continuity criteriathat need to be

met. There are two classes of continuity, parametric continuity and geometric continuity.

Parametric continuity describes how the splines behave with respect to the control param-
eter (in the examples above, u). That is, the curves are continuous from a mathematical
perspective. There are three levels of parametric continuity that are meaningful for us:

CP = continuous position = the curves meet

C! = continuous direction = the curves meet at same angle (first derivative)

C? = continuous curvature = the curves meet at same bend (second derivative)

C% and C! are clearly important for most usages. In design work, C* should be good most
of the time, while C° may be appropriate when you simply want a sharp edge. C? is partic-

ularly important when using splines for animation paths, where a sharp change in acceler-
ation may be perceived as unnatural .

FIGURE 62. Two spline sectionswith C°, C1 and C2 continuity

Geometric continuity, GP, G1, G2, have the same meani ng except that they only requirethe
first and second derivative functions to be proportional, not identical. For a shape, G is
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essential to avoid edges. However, when defining splines for other purposes, like defining
movement for animation, parametric continuity is preferable.

Say that we have two spline sections defined as follows:
p1(u) = a,u® + byu? + cyu + dg

P2(U) = 8oL + boU® + U + dy

\

FIGURE 63. Two splines connected in a point

Parametric continuity isfulfilled if the following equations are fulfilled;
C2% pa(uy) = pa(uy)
Ch py’ (up) = p2' (uy)

For two curvesin 3D space to fulfill cl, wethus need 6 eguations per vertex, 12 coeffi-
cients per section.

For geometric continuity, we add a free variable k:
G?: py(Uy) = pa(Uy)
Gh: py’ (ug) = k-p2’ (ug)
This essentially gives one less constraint.

From this description, the natural cubic spline comes, well, naturally. It isan interpolation
spline that was one of the first spline curves to be developed. It provides C? continuity. For

n sections, we get n+1 control points and 4n coefficients. For C continuity, we get (n-1)-4
boundary conditions, plus two for the end points. This gives two free parameters, which
can be determined by zeroing the second derivative for the end points. Thisgivesusa
solvable equation system. However, any local change anywhere in the spline will cause
global changes. This makes natural splines unsuitable for things like design works, and it
was abandoned for splines where each section is defined from local data only.
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8.8 Specification by blending functions

Above, | described splines directly by functions. It is of course possible to set up the con-
tinuity criteria and solve the resulting equation system. However, in practice it is more
convenient to base the spline on control points, and let a set of known functions calculate
the spline. In this case, the continuity and type of splineis determined from the chosen set
of functions. We say that the control points are blended together by blending functions.

As arough guide to what blending functions must look like, they will have different
behavior for interpolation and approximation splines. An interpolation spline must pass
through the control points, so at the u value that corresponds to the intersection with the
control point, the blending function for that control point must be 1, and all others must
have zero crossings for that u. Approximation splines, on the other hand, do not need to
have that behavior for control points that need not be hit. Bézier curves is one such spline.

One kind of spline that is specified by blending function is Hermite splines. A Hermite
splineis specified for two control points plus a slope vector for the endpoints. Thus, it pro-

vides G conti nuity. However, this spline is less popular that Bézier curves and Cardinal
splines, which we will focus upon.

8.9 Bézier curves

One of the most popular and elegant splinesisthe Bézier curve. A Bézier curveisaspline
defined over n control points specified with apolynomial of degree n-1. In practice, the
cubic spline is most popular, defined by 4 control points per section.

A Bézier curve always passes through the first and last control point, while the others

(usually 2) work as attractors. The curve is aways within the convex hull of the control
points.

@)

O

FIGURE 64. The 4 points are blended together using 4 blending functions

The blending functions for a Bézier curve are so-called Bernstein polynomials. In the 4-
point case (which we assume from here on) they are defined as follows:

BEZg 3 = (1-u)®

BEZ; 5 = 3u(1-u)?
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BEZ, 3 = 3(1-u)u?
BEZ33=U°

This set of functions is both mathematically and visually highly symmetrical. See
Figure 65.

FIGURE 65. Blending functions for a 4-point Bézier curve

Note that the sum of these functionsisalways 1, for any u. (Verify it yourself.) They are
also positive within the range. Compare these blending functions to the definition of bary-
centric coordinates, section 4.10 at page 28. They fulfill the demandsfor all 0<u< 1!
Thus, any point on the curve segment will be in the convex hull!

Each function is multiplied by one of the control points. Notice how all functions but one
go to zero at the ends. This directly means that the endpoints must be at the curve. There
are, however, no u for which BEZ, 3 and BEZ; 3 go to one while the others go to zero,
which iswhy the curve does not pass through the middle points. Figure 66 illustrates how
each control point corresponds to one curve.

P1 P3

Po

P2

1

FIGURE 66. Thefour control points are blended to the spline by the blending functions

Thus, any point p(u) on the spline can be calculated by the function
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P(U) = po(1-1)° + p1-3u(L-U)” + po-3(L-U) + pgu®
The different meaning of the endpoints and the middle points makes it tempting to con-
sider only the endpoints as true control points, while the others are rather vectors specify-
ing slope and speed.
Let us now have alook at what happens when we connect two Bézier curves. What conti-

nuity criteriadoes such aconnection fulfill, and under what circumstances? Thisis of vital
importance to know what the spline can be used for.

The first spline segment is defined by the points pg, P, P, and p3. The second is defined
by p3, P4, Ps and pg. Thus, they are connected in p3 and the C° and GP criteria are fulfilled.

Let uswrite the formulafor these two curves.
P(U) = Po (1-1)° + py-3U(L-U)? + P (LU + pgL®
A(v) = p3:(1-v)° + P4 3v(1-v)? + ps 3(L-V)v* + pev
wherev = u-1.

Let’s now calculate thefirst derivative of these functions. They are essentially identical so
doing it with p(u) will do.

P’ (U) = po-(-3u?+6u-3) + p1-(u>-12u+3) + po-(-9U+6U) + p3-3u?
p” (U) = po:(-6u+6) + p1:(18u-12) + py+(-18u+6) + p3-(6u)
Co and Gy are fulfilled, that is, p(1) = q(0).
C, isfulfilled if p'(1) = ' (0).
p'(1) =-3p, + 3p3
q'(0) =-3p3 + 3p4

This means that the slope of the curve at the end is given by aline through the endpoint
and the next. For C,

-3p2 + 3p3 =-3p3 + 3P4

This means that two connected Bézier curves fulfill G if the three points around the con-
nection arein aline, and C! if they are on aline and placed on equal distance! Thisis of
great importance. When modeling objects, G* is generally desirable, and we see that by
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adding the constraint with equal distance, it can fulfill cland isthereby also usable for
designing animation paths.

We can also see that the second derivative at the end depends on three of the points. It is of

course possible to arrange these for C? conti nuity, but that is not worthwhile to pursue
here.

On thetopic of Bézier curves, we should also mention quadratic Bézier curves. Such a
spline is defined by three control points rather than four, the two end points and asingle
“attractor” control point between them. If we call the end points pg and p,, and the middle

point p; (asin Figure 67), the quadratic Bézier can be expressed as:
P(U) = (1-U)?pg + 2u(1-U)py + UP;

o P1

P2

FIGURE 67. A quadratic Bézier spline hasthree control points

Asan example of the practical importance of Quadratic Bézier curves, they are used in the
TrueType font to define curved areas. PostScript, in contrast, uses cubic Béziers.

How did we get these two seemingly unrelated Béziers? The answer appears when looking
at Béziers from another point of view, the de Casteljau algorithm. This algorithm
expresses the evaluation of a Bézier curve as an interpolation of interpolations.

For afour-point Bézier, asin Figure 66, de Casteljau makes linear interpolations between
each pair of points, finding the points qq, q; and g, as of Figure 68. In the figure, uis

approximately 1/3.

P1

do a1 05

Po
P5 a2

FIGURE 68. Thefour control points are blended to the spline by the blending functions
With u ranging from O to 1 as above, we find these points as
0o =Po+ (P1- Pou

g1 =Py +(pP2-pYu
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02 =p2+ (P3- pU
Then we interpolate the same way between points between gq and g, and g, and gy, asin
Figure 68. We now get two points, rq and r 4. (Figure 69.)
P1

do R 05

Po o
Ps a2

FIGURE 69. A second interpolation resultsin rgand r.

A final interpolation between ry and r 4 gives us the final point p(u). (Figure 70.)

FIGURE 70. A final interpolation to get p(u).
If you rewrite the interpolations, inserting one level into another, we find that
p(u)=rg+(ry-rou=do+(qy-do)u+ (ay+(gz2-gyu-do- (dz - do)u)u
= qo(1-U)? + d;2u(1-U) + gou”

which isaquadratic Bézier! And taking this yet another step yields nothing but the cubic
Bézier! So Béziers of different degrees are smply linear interpolationsin many levels. |
will leave to the reader to figure out how to make a 4th degree Bézier.

8.10 Cardinal splines, Catmull-Rom splines

The Cardinal splineisaclass of splinesfor which we will be most interested in the Cat-
mull-Rom spline [17]. It is an interpolation spline calculated by four control points, but
unlike Bézier the four points only define the section between the two middle points (see
Figure 71). For making the next section, you add a single point and disregard one at the
other end. Thisisavery desirable behavior. What we get is a spline that is defined only by
its control points and that passes through al of them. This makes the Cardinal splines
excellent for taking a many-sided polygon as input, from which it creates a smooth curve.
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O 0

FIGURE 71. For the Cardinal (Catmull-Rom) spline, any set of four control points define a curve
between the middle two

In the definition, there is atension parameter t, which can be varied to adjust the shape
somewhat. If t = 1/2, we get the special case of the Catmull-Rom spline. Thisis not an odd
specia case but rather the normal, most usable case.

The blending functions of the Catmull-Rom spline do not look as symmetrical and pretty
asfor the Bézier curve:

CARy.1 = -U%/2 + U2 - u/2
CAR, =3u®2-5u%2+1
CARy.q = -3u%/2 + 2u% + u/2
CARy,o = U3/2 - U%2

Despite the apparent chaos and asymmetry in how the functions are written, they are quite
symmetrical when you draw the graphs. See Figure 72.

p(U)1_ A

/
|

0.2 4,

FIGURE 72. Blending functions for Catmull-Rom splines
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The blending functions are most conveniently written in matrix form

1331
22 22 Pk_1
p(u):[usuzul}ml‘gz‘%m Pk
11| [Pkn
2 2 pk+2
o100

Thus, the full formulafor calculating apoint is.
p(U) = Px-1:CARG(U) + pr-CAR(U) + Py+1-CARS(U) + P+2-CAR3(U)
= Pr.g (U2 + UZ - W2) + py (BUPI2 - 5UY/2 + 1) + Pyaq (-3UP/2 + 202 + U/2) +
+ Prsa (U2 - UP2)

Note that only two of the functions need to reach 1. The two lower curves are for the out-
ermost control points, who are not part of the segment.

Like we did with Bézier, let uslook at what happens at the edge between two spline seg-
ments. In this case, it is a matter of adding a single control point at the end. Thefirst seg-
ment is between pg and p, and the second from p4 to p,. Thus the first segment is defined

by p.; to py:
p(U) = p_1 (-U¥2+UP-u/2) + pg(3u/2-5u%/2+1) + pq(-3ud2+2uP+ul2) +po(U3/2-u?/2)
P’ (U) = p_1(-3U%/2 + 2u - 1/2) + pg(9u?/2 - 5U) + p(-9u?/2 + 4u + 1/2) + p,(3u?/2-U)
P (U) = p.1(-3u+ 2) + pp(9u - 5) + py(-9u + 4) + p(3u- 1)
q(v), the function for the next segment, is one step ahead, at pg to pa.
q(v) = po(-v32+v2-v/2) + py(3v32-5v2/2+1) + po(-3v3I2+2v2+v/2) +pg(v3I2-v2/2)
As expected, p(1) = q(0) = py+q, S0 C° and GP are fulfilled.

Now we want to know if and when p’(1) = g’ (0).

P’ (1) = pq(-3/242-1/2) + pg(92-5) + py(-9/2+4+1/2) + px(3/2-1) = -po/2 + pol2

q'(0) = po(-1/2) + p1(0) + po(1/2) + p3(0) = -py/2 + p2/2

100 Shape representation, curves and surfaces



Exactly the same, in any case! The slope at any point isin aline between the two closest
neighbors, and the bend as well as speed are continuous, This means that Catmull-Rom

splines have Ct and G* continuity, always! This makesit ideal for designing animation
paths. However, the Bézier curves may appear easier to fine tune. Both kinds of curves
appear in 2D design programs, sometimes both in the same application, but Bézier is
clearly the most popular of the two.

8.11 B-splines, NURBSs

The B-splineisamore general variant of the Bézier curve, and the NURBS (Non-Uniform
Rational B-Spline) isamore genera variant of the B-spline. NURBS has gained consider-
able popularity in CAD and other 3D modeling programs. It can exactly represent all
quadric curves. As modern, popular splines they deserve mentioning, but we choose not to
go into any depth here.

8.12 Bézier patches

So far, we have only discussed curves, not surfaces. However, defining a surface with
splines turns out to be rather straight-forward. With a 2-dimensional array of control
points, say 4x4 control points, you can obviously define splines along any four points that
form arow or acolumn. However, if you take four such splinesin one direction, and select
a specific u value, you get four points at any point along the curves, and these four points
define a spline in the other direction. Thus, this set of 16 points define a surface patch, a
Bézier patch.

FIGURE 73. Bézier surface patch

The calculation is very straight-forward. You simply multiply the blending functions for
each direction. This makes the blending a 2-dimensional sum:

3 3

p(u,v) = z Z BEZ; 3(v)BEZ 5(u)
j=0i=0

As shown earlier, you can connect two Bézier curve segments with G1 continuity by plac-
ing the three control points around the connection in aline. The same rule appliesto Béz-
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ier surfaces. However, the dependency between the two dimensions will complicate things
alittle bit. Connecting two patches is easy, but consider the center when you connect four
patches! You get no less than six spline ends that must match one of the others. See
Figure 74.

The center pixel (black) iswhere al the patches meet. That point, and the eight neighbors
around it, must all be in the same plane! This means that those nine points can be specified
by the following information:

e The center point, in full 3D freedom

* A normal vector for that point. Since its length has no specific meaning, that gives 2
more degrees of freedom.

» Thefour corner control points can be moved in the plane. That gives 2 degrees of free-
dom for each point.

» Thefour side points are given by these data and need not to be specified at all.

(@] O (@] O
(@] O (@] O
L4
(@] O o O
(@] O (@] O
o

FIGURE 74. Four Bézier patches connected. The nine center control points must bein a plane

Thus, every corner of a Bézier patch can be specified with 13 degrees of freedom.

8.13 Curved PN Triangles

The 16-point Bézier patches as described in section 8.12, isdirectly derived from 1D Béz-
ier curves, and was supported by OpenGL in older versions. Alas, that support is now dep-
recated. This brings another kind of Bézier patch into focus, the Curved PN Triangles.

Curved PN Triangles, proposed by Vlachos et a [36], is another kind of Bézier patch, this
time based on atriangle rather than a quad. PN means “ point-normal” and refersto thetri-
angle being defined as three vertices (points) with normal vectors given for each. With this
representation, we can create a curved surface patch with no information whatsoever about
neighbor geometry, only the vertices and the normal vectors. This can be applied to just
about any model, since all models can be converted to triangles.
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And if that wasn’'t enough, PN Triangles are highly suited for implementation using geom-
etry or tesselation shaders, two relatively new, advanced, shader typesthat can create addi-
tional geometry. Alas, the implementation does not fit here but is left for volume 2.

A Curved PN Triangle isashape that is determined as follows. From the three vertices and
the normals, atotal of ten control points (including the three vertices) are calculated. See
Figure 75. Note the 3-dimensional index on each point.

Six of the control points are located along the edges, based on points evenly offset along
the edge, then projected to the plane defined by the closest vertex and its normal vector.
See Figure 76.

Thefinal point, b111, in the middle of the triangle, is calculated as

b111 = ((b30p + bozp *+ bogaz) / 3 + (bopg + b1 + bp12 + bop1 + bagg + b120)/6)/2

that is, average of two points. the average of al corners and the average of all edge points.

FIGURE 75. Control pointsused by a curved PN triangle

FIGURE 76. Evenly spacing + projecting on plane defined by normal vector

Using these points, we can use Barycentric coordinates (see section 4.10) to specify where
we want to create a point. We use the symbols u, v, w as barycentric coordinates here, to
conform with Vlachos et al [36]. There are three symbols, but w =1 - u- v sotwo are
enough input. From [36] we have:

_ 3! ik
b(U,V) = bijkq'l—j—l—k—l[UVW
3 K

i+j+k=

= b3goW? + byzqu® + bV + by 146UV
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+ b2103W2U + b1203WU2 + b2103\N2V + b0213U2V + b1023\NV2 + b0123UV2

The exact formulaisrather different from the usua Bézier, since the patch is defined from
atriangle and needs an inherently 2-dimensional behavior, but the principle is the same: a
formulato blend together a set of control points with simple polynomials.

8.14 Evaluating polynomials

When working with splines and surfaces, a possible performance bottleneck is the evalua-
tion of polynomials. This almost sounds unlikely, since a polynomial only requires multi-
plications, which is an operation that current CPUs are very good at, but when you need to
evaluate huge amounts of polynomials, it may have an impact on performance.

We will cover two methods for optimizing the evaluation:
1) Horner’s Rule
2) Forward-difference calculations

Horner’s Ruleis so ssimplethat you almost wonder why you didn’t think of it straight away
(or maybe you did?). Take a third-degree polynomial:

f(u) = au® +bu?+cu+d

Evaluating this costs 6 multiplications and 3 additions. That is not expensive, so it will
have to be improved quite a bit for us to bother. A simple rewrite will change this signifi-
cantly:

f(uy=(@u+b)u+c)u+d

This costs 3 multiplications and 3 additions! We cut the number of multiplications in half
and lost nothing!

Forward-difference cal culations can have even higher impact, but it not as generally appli-
cable. It requires that we need to evaluate the same polynomial many times for constant
increments of u. In such a case, we can remove all multiplications and replace them by
additions!
Let us take that same function again:
fuy=aud+bu?+cu+d

Take the constant step forward, by A.

f(u+h) = a(U+A)2 + b-(u+A)? + c-(u+h) + d =

= a(u® + 3u?A + 3uA? + A3) + b(u? + 2uA + A?) + cu + d
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Then we can form the difference
f(u+A) - f(u) = 3aA-U? + (372 + 2bA)u + aA% + bA? + cA = g(u)

This new function, g(u), is one degree lower than f(u), it is a second degree polynomial
rather than third! And thisis the secret behind the method.

Replace al constant expressions as
8y = 3aA
by = 3aA% + 2bA
Cq = aA3 + bAZ + A
and we have
g(u) = agu? + byu + ¢
We repeat the process by forming
g(u+A) - g(u) = ay(2ul + A%) + by = h(u)

Again we define symbols for the constants as

8y = 20gy
by = agA? + b
to get
h(u) = ay + by,
Onelast time!

h(u+A) - h(u) = ap(U+A) - au = aA
Finally, we define the constant g = a,A

Now we have the functions f(u), g(u) and h(u). For any stating value uy we can calculate
starting values for all functions, and the constant &. After that initialization, we can take a
step by A like this:

f(u+d) = f(u) + g(u)

g(u+d) = g(u) + h(u)

Shape representation, curves and surfaces 105



h(u+) = h(u) + 3

Thus, for each step we take, we calculate a new function value with only three additions!

8.15 Drawing and subdividing splines

When drawing a spline, you may draw it as a series of lines, subdividing the splineto a
sequence of pointson the curve. It iseasy to subdivideit in uniform steps, e.g. 10 steps per
spline (also giving us the option of using forward-difference calculations), but to create
high quality curves, you should subdivide until the distance between the curve and aline
between two pointsis small enough, if the curve is approximated within some tolerance
level.

If you start with aspline from u=0 to u=1, a straight-forward approach isto split it in half,
recursively. Measure the distance between the midpoint and the line beween the endpoints,
and decide whether to continue.

Subdividing splinesis not only a matter of drawing existing splines, but also a method for
improving the quality of low-polygon models. Instead of using the polygons as flat sur-
faces, you can define splines from the polygons, and subdivide the splines to create models
with higher resolution.
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9. Creating natural shapes

While chapter 8 assumed that you are working with models that are manually designed or
scanned, this chapter will discuss the topic of procedural methods for generating content,
3D shapesin particular. Thiswill open new possibilities, especially the possibility to cre-
ate objects that have a natural |ook, that mimic nature. Fractals form the foundation for
these techniques, and at the end we will go somewhat outside that topic. Another funda-
mental tool for these purposesis noise functions.

9.1 Fractals

| am sure you have heard about fractals before. When you hear the word, you might think
about pictureslike this:

FIGURE 77. Typical fractal image (Mandelbrot set)

What isit, more than a pretty image? We will have avery different approach. This section
will make alook into fractals from avery practical perspective: using fractalsasatool in
computer graphics. | will ruthlessly skip over all the interesting theory.

Fractals are shapes with:

o saf-similarity
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¢ infinite resolution

A fractal function can be used for modeling such shapes. Now, what do we need self-sim-
ilar shapes with infinite resolution for? Answer: natural objects. Many natural objects have
fractal features. Let uslook at the classic example: a coastline:

FIGURE 78. The shape and length of a coastline varieswith resolution

The length of a coastline (usually Britain’s in examples) is not constant, it varies with the
resolution with which it is reproduced. At a coarse level, the length of the coast gets close
to the convex hull, but the higher the resolution, the closer you look, the more detail will
appear and the longer it will get. You will trace it into large bays, into small ones, around
rocks, around small stones, around sand particles... when should you stop?

There are many kinds of objects with this behavior, and we can often create models, or the
base structure for models, from fractals. But not from fractals like the Mandelbrot. There
are severa kinds of fractals:

» Geometric, self-similar fractals
o Statistically self-similar fractals (stochastic fractals)
o Sdf-sguaring fractals

There are other ways to classify fractals, these are just the ones we will discuss further.

9.2 Sdf-smilar fractals

Self-similar fractals are highly useful for computer graphics. A geometric, self-similar
fractal is described by two objects, the initiator and the generator. Thisis best explained by
example: the Koch curve. See Figure 79. Theinitiator consists of a number of areas that
can be replaced by the generator, scaled to fit. The generator also contains such areas, so
this process can be made recursive.

In this case all parts of the initiator and generator can be replaced by scaled-down genera-
tors. Thisisnot necessarily the case. A generator or initiator can contain fixed, non-fractal
parts.
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Initiator Generator

FIGURE 79. A self-similar geometric fractal isdefined by an initiator and a gener ator

This can be implemented by arecursive function. The initiator is defined, but passes all
parts to next level without drawing anything itself. The recursive function replaces
selected parts with the generator, which is scaled to fit the part. The generator itself con-
tains the same replacable part, but at a smaller scale, and that part will be passed on into
the next level of recursion. The recursion will stop at desired recursion depth or when sec-
tions are small enough (e.g. 1 pixel long).
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FIGURE 80. Resulting Koch curves

Hereis pseudo code for drawing the figures above.

procedure Drawkoch(pl, p2, depth)
if depth >= maxDepth then
MoveTo( pl)
Li neTo(p2)
return
el se
calculate p3, p4, p5 as the three points inside the generator
Dr awkoch(pl, p3, depth+1)
Dr awkoch(p3, p4, depth+1)
Dr awkoch(p4, p5, depth+1)
Dr awkKoch(p5, p2, dept h+1)

mai n procedure:

Choose three initiator points, gl, g2, g3
Drawkoch(gl, g2, 0)

Drawkoch(g2, g3, 0)

Drawkoch(g3, gl, 0)

This principle can be carried on to 3D. The following figure hints the possibilities.
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FIGURE 81. Sdlf-similar fractalsin 3D
These shapes were not so obviously useful, perhaps, so let’s try something different: Gen-

eration of plants. Plants are very regular, highly self-similar, but extremely complex,
which makes them ideal for thiskind of algorithms. A first try may look like this:
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FIGURE 82. Not really a plant

It is somewhat promising, but too self-similar! Plants are not that regular. What we need
are statistically self-ssimilar fractals, fractals that are not exactly self-similar, but only
mostly. We add some random variation in the generator. And the result is striking:

an;

FIGURE 83. Same branch generator as before, with some randomness!

Thisis much better, it actually reminds of a plant, which the previous one did not. Let’stry
one more time, with amodified generator:
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FIGURE 84. Even better tree

Now we are getting somewhere. With 3D depth in the definition, you can create the struc-
ture of adetailed 3D tree with only afew lines of code.

There are also fractals for generating terrains. A popular one is the random midpoint dis-
placement method. We start by looking at it in 2D:

N N

Initiator Generator
Desired rough Find midpoint,
overall whape displace along y only

FIGURE 85. Hinted random midpoint displacement method

Running this algorithm for a few iterations generate this shape:
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FIGURE 86. Random midpoint displacement method after 7 iterations
Thisis somewhat OK, but we want 3D, not 2D.

In 3D, we no longer work on lines, but rather patches, squares. In every iteration, you split
asquare to four, and displace midpoints, that is the center as well as the sides. The sides,
the edge points, obvious have to match the neighbors.

This algorithm is not totally satisfactory, since the points in lower generations tend to be
visible as square-shaped artifacts. A variant that reduces the problem is the Diamond-
Square algorithm., where in each step the center point between four pointsis generated.
This makes the space sampled in squares or diamonds, alternating.
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We will return to terrains with additional methods at the end of the chapter.

FIGURE 87. Random midpoint displacement in 3D

9.3 Fractal dimension

The self-similar fractals shown above can be analyzed and characterized by a measure
called the fractal dimension. Thisis avalue that measures the fractal’s space filling behav-
iour. A process that resultsin aline will have fractal dimension 1, it fills one dimension.
An areafilling fractal will have fractal dimension 2. But there are also cases in-between.

The fractal dimension is defined as

ns =1
from which we get
D = In(n)

where D isthe fractal dimension, n isthe number of subpartsin the generator, and sisthe
scale factor from one level to the next.

Example: The Koch curve has 4 parts, so n = 4, and each part is 1/3 of the generator, so s=
1/3. That givesusD =1n4/In3= 1.26.

Another example: If you take aline and split it in two, recursively, you get a process just
likeafractal. Thenn=2and s=1/2, and the fractal dimensionthenisIin2/In2=1. Plain,
1-dimensional, which describes the result perfectly!

9.4 Sdf-sguaringfractals

Now, for completeness, let usturn to self-squaring fractals. These are the usual fractals,
the strange but beautiful images that look like nothing you ever seen from Saturnus. These
images, like the ones above, are created with extremely simple functions. In this case they
are based on simple functions in complex space.
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They work like this: You insert complex numbers (points) into a function. Then you apply
the function recursively, generating a new point in every recursion, and analyze the behav-
ior. Does the function

o diverge?
e converge?
* have achaotic behavior?

In case it converges or is chaotic, the question is, doesit keep within some limit in a num-
ber of iterations? Thisis the measure you use, alimit, like a circle with radius 10.

Hereisan example, the Julia set. It is defined by the function
Zi =22+ L

A simplefunction, to say the least, but remember that squaring acomplex number not only
change the magnitude, but also makesit rotate. By picking alimit and checking if it is still
within the limit after different number of iterations, and run it for different starting points,
we get the image in Figure 88.

Thismeansthat if you start outside the outermost area, the function diverges immediately.
For different shades, it keeps in the limit for alarger number of iterations. Here is pseudo-
code for the implementation:

for y = mny to naxy
for x = mnx to nmaxx
(zr, zi) = scaling of (x,Yy)

for i =0 to maxiterations
z =22 + |
if |z] > Rthen Leave
Draw pixel (x,y) (different colors for different i)

FIGURE 88. Juliaset for L =(0,1) =0+

The maximum recursion depth (maxiterations) can be around 15, so thisisafast function.
The radius can be small, R? = 10 in the example.
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There are several Juliasetsdepending on the L valuein ;1 = z> + L. With other L values
we can get images like these:

>

. o

A = (-1.3,0)

e

A = (0.4, 0) A =(0.3,0.5)
FIGURE 89. Other Julia sets

Let us not also have alook at the Mandelbrot set. The Mandelbrot set is the most famous
self-squaring fractal, based on the following function:

__2
Zv1 =2t 7o

The difference to the Julia set is that the function itself depends on the starting point. Oth-
erwise it works the same, and we get this result in Figure 90.
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FIGURE 90. The Mandelbrot set

If you zoom in to Juliaor Mandelbrot sets, into areas where there is detail, then you can
zoom forever and there will still be detail, with the same structure. Thisis interesting, but
isit useful? | am sure you can find some use for it, but it lacks the immediate and obvious
use that the geometric fractals have. So my opinion is that self-squaring fractals are

» Beautiful

* Non-predictable
 Limited usability

e Mathematical curiosity
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So let us leave them as far as computer graphics go (but not without trying running one
yourself of course).

9.5 Other procedural methodsfor generating geometry

I will end this section by returning to the geometrical case, with a quick introduction to
alternative ways for procedural geometric modeling that are not strictly fractals.

What | have been talking about most of this chapter is procedural methods for generating
shapes. If we skip the infinite self-similarity and change the behavior on different levels,
we get aresult that is no longer afractal. It has no unlimited resolution, it is not self-simi-
lar, it can be based on arecursive function but it is not really recursive any more.

Figure 91 shows a simple example: atree with leaves.

Thisisavery small change on the tree generating function. All | have done is to replace
the last iteration with leaf generator.

The term “graftals’ has been used for these functions, to show the difference but also the
relation to fractals. We leave the mathematical foundations of the fractals to get the tools
we need. There are methods for creating not only large structures like atree, but also to
create shapes that are used for surface detail, like fur.

FIGURE 91. A tree with leaves

9.6 Terrainsand other shapesfrom noise functions

In section 9.2, | touched upon the problem of generating terrains. Thisis an important
problem with several good solutions with different characteristics. These include:

» Random heightmap with spatial filtering

* Recursively detailed heightmap with diminuishing random offsets

« Random heightmap filtering in frequency space

* Random gradients (Perlin noise)
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A critical component in the generation of natural objects, apart from the self-similarity, is
the randomness. In many cases, it is easier to work directly with noise rather than working
with fractal functions. An effective, although not as easily scaled, method to create terrain
isto fill aheight map with random numbers, and then apply filtering until it looks nice. In
other words, noise.

Notice that we intuitively know that we must filter the data, since straight white noise will
not do, and thisis certainly correct. But the need for filtering is distressing until you under-
stand why it is there. The frequency content of natural functions, be it shapes or sound or
whatever, tends to be high for low frequencies and drop for higher frequencies, approxi-

mately by 1. Thisisan example of colored noise.

Filling abig buffer with noise and then applying spatial filterson it is highly inefficient.
You will need very large and well designed filtersto get the behavior you want. Thisis
often taken as an argument for ruling out random height map filtering altogether. We will
not do that, however, but rather look at other approaches.

A different method for getting this behavior isto generate noise at different resolutions,
with lower amplitude at higher resolutions. What we do then is to generate noise in differ-
ent frequency bands.

L et me apply that technique to terrain generation. | call this the height field approach. In
thisfirst step, | stay very close to the fractal methods. In fact, this method isfractal, in that
it gives infinite resolution. Self-similarity, however, will be harder to find since it is gener-
ated entirely from noise.

We define the terrain by several levels. Terrain level k isan array of resolution 2K x 2.
This means that the next level has 4x the resolution. At the lowest level, we have asingle
height value, asingle height field block. What you set it to isirrelevant.

For every iteration, every single height value is split to anew 2x2 block. The heightsin the
block should be generated by afilter over a small neighborhood.

Then add random offset to al values. The offset should be smaller for higher k.

This gives us the behavior we wanted, the magnitude of the frequency componentswill be
inverse proportional to frequency!

Thiswill generate very readlistic terrains, aresolution pyramid with high detail that we can
use when close-up. The computing isincremental so we can wait with computing any data
that we don’t need yet for alater time. The resolution pyramid can be handled in real-time
using a method called geomipmapping. See chapter 13.

Notice that what we did was to, with some effort, create noise with varying frequency a
band at atime. We can do the same thing directly in the frequency plane, by using the Fou-
rier transform. In practice, we use FFT, the Fast Fourier Transform. In this case we can do
the same thing in one single step.
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Create a 2D image with the maximum resolution you need. Thisis frequency space, itis
not an image. You fill frequency space (2D) with random numbers. Then, you filter it by

G(f) = F(f) - V/If|
Since we are in frequency space, thisis merely a multiplication of every element.

Then you convert it to a spatial image with FFT. What we get is an image filled with col -
ored noise. The result can be something like this:

FIGURE 92. Colored noise generated by FFT

Isitacloud?Isit aterrain? Isit something else?You useit to anything you like. What is
important isthat it has a very natural feel. As abonus, the image is even wrap-around, a
feature provided by the nature of Fourier transforms.

Finally, let usturn to the option of random gradients. The most famous noise functions are
of that variety, Perlin noise. The concept of using colored noise for natural shapes was
popularized in computer graphics by Ken Perlin [33], who used it in the groundbreaking
movie TRON. Thus colored noiseis often referred to as Perlin noise in computer graphics.
Perlin noise is less general than the FFT based noise | described above, in the sense that it
covers alimited range of frequency space. Perlin noise is generated in screen space, like
the terrain generator | outlined above, but instead of randomizing offsets, it randomizes
the slope of the function.

Perlin noise defines a set of random gradientsin a set of discrete points. Then you can look
up function values on the resulting function, calulated by interpolation. The function value
in the discrete points is always zero. That gives us a function somewhat like Figure 93.

VM -
FIGURE 93. 1D Perlin noise, inter polation between discrete points with random offsets. Based on
afigurefrom Gustavsson [37].
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The interpolation between the pointsis, obviously, of great importance. It must create a
continuous function, with continious derivatives at the very least of the first order. Perlin
originally used splines with the blending function t*t* (3-2t) = 3t - 2t3, which has afirst

degree derivative of zero in the endpoints. He later changed to 6t° - 15t* + 10t3, which also
gives a continous (zero) second derivative.

Perlin noise can be generalized to higher dimensions. The following example was created
with Perlin's original code, as available on-line [38].

800 CL3 Perlin noise example_

FIGURE 94. 2D Perlin noise, 1 octave (left) and 4 octaves (right)

AsFigure 93 and Figure 94 (left) suggest, this gives us a function with very narrow fre-
guency range. In order to get aricher, more varied function, we need to combine several
noise functions of different density, “octaves’. Using 4 functions at different density, with
lower amplitude for higher frequencies (1/f as before, that is, twice the frequency half the
amplitude), we get the result shown to the right in Figure 94. Asyou can see, thisresultsin
afuzziness similar to Figure 92, but the cost is multiple look-upsin the Perlin noise func-
tions, and less precise control over frequency behavior. The closer you want to get to the
highly general and flexible FFT solution, the closer you will get in complexity. But for
simpler cases, when you really want narrow band noise, Perlin noise has a computational
advantage.

It should be noted that Perlin has devel oped a newer noise algorithm, “ Simplex noise”, but
for that | refer to the description by Stefan Gustavsson [37].

You can vary these ideas alot. Make it random, make it noisy. Anything that looks stale
and static can be brought to life with some noise. Let the noise go into shapes, into tex-
tures, and into movement. Noiseis only a problem when there is so much of it that it
destroys the signal. Otherwise, it isagood thing!

And thisis one of the laws of computer graphics:

Noise is beautiful!
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10. Surface detall

Shading is nice, but the objects still look like something between plastic and metal. We
want to add surface detail, preferably without needing more polygons. To achieve that,
there are anumber of surface mapping techniques that map varying kinds of data onto the
surface. The most obvious one is texture mapping. With texture mapping, you can make it
look like wood or textile, and with bump mapping you can get some very convincing sur-
face variations without actually modeling it in 3D.

Possible mappings include:
» Texture mapping

* Billboards (3D sprites)
*  Bump mapping

» Light mapping

* Environment mapping

Let’s start with the most important case:

10.1 Texture mapping

Texture mapping is the most important mapping. As such, it iswell supported by both
software and hardware solutions.

For our purposes for this volume, texture mapping is the task of mapping a 2-dimensiona
image onto a surface. For a surface triangle, each vertex is not only a point in 3-dimen-
sional space, but it also specifies a point in texture space, a point in the 2-dimensional
image. Thus, we are mapping coordinates in the texture image, texture coordinates, to 3D
view/world/model coordinates. These coordinates are usually denoted (s, t).

The actual rendering of the texture upon the surface is done with depth taken into account.
The texture data is loaded into VRAM, and the polygon is rendered by the GPU. This pro-
cessis part of the scan-line conversion, and is discussed further in chapter 15.
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FIGURE 95. Texture mapping

The obvious use for textures is to map surface images, images of the materia such as
wood, rock etc. However, they are also useful for other purposes. They can hold informa-
tion of lighting (light mapping), small surface variations (bump mapping), reflectivity
variations and more.

To do texture mapping, coordinates in texture space (s,t) must be mapped to world space
coordinates. When you examine the problem, two central problems arise:

1) How do you find the texture coordinates (s,t) from (x,y) screen coordinates?
2) How do you render texture mapped polygons efficiently and correctly?

Generally, we pre-generate texture coordinates for every vertex. This pre-generation can
be done by hand, which is a hobby just as productive watching TV. Instead, we calculate
the texture coordinates in some practical way.

10.2 Texture coordinate generation

Low-level implementation of texture mapping is, just like Z buffering, something that we
let a hardware accelerator handle for us. Generating the texture mapping coordinates,
however, is something that we have reasonsto do ourselves, even if packageslike OpenGL
provides some automation for us.

The problem that we want to solve is how to wrap a texture around an model, usually so
that it covers the entire model. Thisis done as follows. Consider a simple geometrical
shape used as intermediate surface around the model. For every vertex in the model,
project it onto the surface. This point can then be transformed to a coordinate system, from
which we extract the texture coordinates (s,t).
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Polygon vertex Map to intermediate Use to index the
coordinates surface coordinates texture map

FIGURE 96. Texture coor dinate gener ation

The most common mappings are linear, cylindrical and spherical. Then the intermediate
surfaces are aplane, acylinder and a sphere. Which mapping to use depends on the model.
Generally, you should pick amapping where the shape is as close to the model as possible.
Cylindrical mapping workswell with elongated model. Linear mappings are best on rather
flattened models.

10.2.1 Linear mapping
u=x
v=y

This maps along z. You may want to generalize it to map in any direction. This can be
done by a change of basis, or by rotating the model. For example, if we first rotate around
x by the angle a, and then map along z as above,we get:

u=x
v = y-cos(a) - z-sin(a)

The z component, y-sin(a) + z-cos(a), is discarded. You can derive expressions for any

direction you want by multiplying (X, y, ) by rotation matrices and then map (x, y) to tex-

ture coordinates.

OpenGL has linear texture mapping coordinate generation built-in. The following two, we
have to do ourselves:

10.2.2 Cylindrical mapping
You are used to see cylindrical coordinates defined as
X = R-cos(0)

y = R-:sin(B)
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z=12
but for texture mapping, we need the reverse:
u = arctan(y, x)
V=2

See below for the definition of the arctan function.

10.2.3 Spherical mapping
Again, the usua definitionis
X = R-cos(¢p)cos(0)
y = R-cos(¢)sin(6)
z=R-sin(@)
but we want areverse, in order to map the angles onto texture coordinates:
u = arctan(y,x)
v=sin{(z/R)

If you are uncomfortable with the definition of spherical coordinates above, you may swap
cos(¢) and sin(¢g). That will redefine the angle ¢ to be zero at zenit, instead of at the equa-
tor. Both definitions appear in literature, and | don’t find the difference particularly inter-
esting. Use what you prefer.

The function arctan is afunction of two variables that is defined like this:
arctan(y, x) =

x > 0: tan-1(y/x)
x<0: m + tan-1(y/x)
Xx =0,y >0 n2
X =0, y<0 -n/2

In al the examples above, u, v are intermediate coordinates that have to be normalized to
[0..1] to make the texture fit. As an example, the cylindrical coordinates can be normalized
like this (with the z range given as z,,i, < 2 < Z;g):

s=(u+12)/2n
t=(V - Zmin)/(Zmax - Zmin)

Thiswill map the texture so that it covers the entire model, with no part of the texture
appearing in more than one place.
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The mappings above are not the only possibilities. You may consider mappings like atwo-
sided mapping, where you put the face onto a model with one half of the texture, and fold
it over to put the other half from the other side, that is, a“flattened” cylindrical mapping
where it is much easier to create the textures. An extension of that ideais the cube map,
where you have no less than six textures, each mapped onto the sixth of the model where
the normal vectors are pointing in its way. Cube mapping, however, is primarily aquestion
of environment mapping, page 132.

10.2.4 Handling discontinuous coor dinates

A very practical aspect of wrapping textures onto objects is what happens at the edge of
the parameter space, where spherical or cylindrical coordinates make jumps by 21t If this
discontinuity, thisjump in cylindrical or spherical coordinates, is not taken into account,
polygons at certain locations will have badly placed textures. See the figure below, acylin-
der seen from above.

213 W3

Polygons overlapping
L1 Oor 2m this edge may have problems

4173 5173

FIGURE 97. Texture mapping may need special consider ations at the 0/2mtedge

L et us take a more specific example, with a triangle overlapping the edge. In Figure 98,
consider the box to be a cylinder seen from the side. The vertical bar isthe O, 2t edge.

Duplicate this vertex,
one with @ and one ~

with @-21t \

<« @=2mand down ¢=0andup —»

FIGURE 98. Handling texture mapping of problematic polygons by splitting vertices

If the s, t coordinates generated are straight from the definitions above, the triangle will be
mapped into s, t space asin the right figure below. Thisis, however, incorrect. It should be
mapped over the edge, asin the | eft figure. Texture spaceisreally an infinitely repeating,
wrap-around space, and the mistake hereisthat thisis not taken into account.
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FIGURE 99. Correct (left) and incorrect (right) mapping of thetrianglein the previousfigure

What can you do about that? One option is to duplicate vertices on polygons that overlap
the edge, so that the vertex to the right is mapped onto negative u. If you want to be able to
render the mesh with calls like glDrawElements, thisis necessary. The drawback of that
solution is that such meshes are harder to process for other problems, like level-of-detail.

So in order to hint an algorithm, here is an outline of how you can do:
Create an array of duplicate vertices, initially only holding markers for unused members.

For every polygon in the mesh, test whether they are on different sides of the 2rtedge. For
most interesting meshes, you can rule out all verticeswith 172 < 6 < 3172. Whenyou arein
the interval(s) around the edge, test if the vertices in the polygon map to 8 in different
sides. If that happens, continue with all vertices on a specific side, say the high range, 3172
< 0 < 21t Test whether the vertices already have duplicates. If not, create aduplicate in the
duplicate array and set its u coordinate to 6-21t (and thereby the svalue to the normal value
minus 1).

LA

P

~4

|
S

FIGURE 100. Solution to the edge problem: Problem polygons are detected, selected verticesare
duplicated and the corresponding texture coor dinate is moved down by -1

When all polygons are processed, delete all unused placeholders and keep the needed
duplicates.

Strangely, few computer graphics textbooks mention this problem. An exception is profes-
sor Buss [6], who comes to conclusions similar to the ones above.
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You can also generate texture coordinates in the fragment shader, instead of by vertex, but
the increase of computations is considerable. Generation by vertex can be done once and
for all, possibly stored back into the model, while doing it in a fragment shader means
computing it for every pixel in every frame. That kind of computational cost is not to be
taken lightly.

10.3 Billboardsand impostors

A billboard is atextured polygons facing the viewer, closely related to the concepts sprite
and impostor. Although texture mapping isavital part of the concept, it is essentially a
case of level-of-detail, so it will be discussed further inchapter 13.9.

10.4 Texturefiltering and MIP mapping

Thisisreally a subject that seems more appropriate for chapter 16, but it isintimately
related to your setup of texture mapping in OpenGL, so | choose to put it here.

When atexture is accessed, the texture coordinates are usually not exactly on atexel, but
somewhere in between. For making the access, you can choose between different filtering
options. The two standard options are nearest neighbor (no filtering) or linear filtering.

Generally, linear filtering produces better results than nearest neighbor. For minification,
when we are far from the surface, that is certainly the case. However, it is questionable if
you really want filtering for magnification, close up, since that causes more conflicts with
the visual perception than it removes. (The fact that hardware accel erators routinely pro-
vide such filtering doesn’t necessarily make it desirable!)

For minification, filtering is often not enough. Severe Moire distorsion can occur. MIP
mapping isamethod for reducing such aliasing effects in texture mapping, without having
to do interpolations or averaging (filtering) in real-time with large filter kernels. It may
also be used in conjunction with filtering, for even better results.

The acronym MIPis short for multumin parvo, which islatin and means“much in asmall
space’. It isan application of the resolution pyramid concept, which isused alot in image
analysis. We often write “mipmapping” just for comfort, but it really is an acronym.

To do MIP mapping, create aresolution pyramid from the textures used. Thisis done by
sampling down the original texture image with appropriate filtering. Simple averaging of
2x2 pixels to one gives acceptabl e results. The downsampling is done in severa steps.
(OpenGL will do thisfor you. See section 10.5.1.)
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FIGURE 101. Resolution pyramid for MIP mapping. Original 128x128 image to the left, followed
by three steps of downsampling with low-passfiltering.

When drawing textures, an appropriate resolution is selected depending on distance. This
method reduces aliasing effects at high distances for avery low cost in memory (33%
more), and a marginal increase of computational burden.

The memory cost for making aresolution pyramid is easily calculated as a sum.
= O[ﬂ-Di 1
20p N

The quality of your mip mapped texture will depend on the filtering used. In magnifica-
tion, you have the usual choice between linear or nearest-neighbor filtering, but in minifi-
cation, you can filter not only between texels (bilinear filtering) but also between the
mipmap levels (trilinear filtering). See further section 10.5.

MIP mapping does not totally eliminate aliasing. When a polygon istilted, the texture will
vary faster in one direction than another, which will result in different sampling frequen-
cies. MIP mapping can’t avoid that problem. There exists variants of M1P mapping that
deals with this problem by creating non-square downsamplings, but the memory cost will
grow dramatically which often makesit too expensive.

10.5 Texture mapping in OpenGL

Texture mapping can be enabled or disabled. You do that with
gl Enabl e(@Q_TEXTURE2D) ;

What is more interesting is how to get textures from disk into OpenGL, apply them on
your models, and how to deal with texture coordinates.

10.5.1 Uploading texturesto the GPU

When using texture mapping with OpenGL, you should use “texture objects’. You create a
new texture object with glGenTextures(), and select it with glBindTexture(). You load tex-
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turesinto VRAM with the call gl Teximage2D(). The texture will then be attached to the
current texture object.

There are aso corresponding callsfor 1D and 3D textures, which are both quite useful, but
we choose to ignore them here.

Example: If you have a small texture declared as
Qubyte texture[4][4][3] =
{

{ {255, 0,255}, { 0O, 0,255}, { O, 0,255}, { O,255,255}},
{ { 0 0255, {255 0,255}, { 06255255, { O, O, 255}},
{ { 0, 0255}, { 0,255 255, {255 0,255}, { O, O, 255}},
{{ 0255255, { 0, 0255, { 0, 0,255, {255 0,255}},

}s

then you can load it into VRAM and use it by doing

gl GenTextures(1, texld);
gl Bi ndText ure( G._TEXTURE2D, texld);
gl Texl mage2D( G._TEXTURE2D, 0, 3, 4,4, G._RGB, G._UNSI G\ED BYTE, mnitex);

Notethat | create atexture object, referenced to by texld, selected by glBindTexture. You
will need to set the state.

gl TexParamet er (Q._TEXTURE 2D, G_TEXTURE WRAP_ S, Q__REPEAT);

gl TexPararet er (A._TEXTURE 2D, . TEXTURE WRAP S, Q. REPEAT);

gl TexPar aret er (A._TEXTURE 2D, G _TEXTURE NAG FI LTER, Q. NEAREST);

gl TexPar anet er (GL_TEXTURE 2D, G._TEXTURE M N FILTER G_LINEAR):

GL_NEAREST means that when looking up a pixel, OpenGL will simply use the texture
element (texel) which is closest to the texture coordinates given. With GL_LINEAR it
will interpolate between the four closest texels, which will reduce aliasing considerably.

Finally, you probably want to use mip-mapping. You use glGenerateMipmap to create
mipmaps for a texture. With mip-maps, you can no longer specify GL_NEAREST or
GL_LINEAR for the minification case. That would turn mip-mapping off again and you
would be back at the top-level texture. Instead, you should use
GL_LINEAR_MIPMAP_LINEAR. In mip-mapping we not only have a 2D texture, but
also athird coordinate, the mipmap level, determined from the density of the texture.
GL_LINEAR_MIPMAP_LINEAR specifiesthat linear filtering should be used both
within the texture and between the mipmap levels. It is possible to turn off linear filtering
in either direction, using GL_NEAREST_MIPMAP_LINEAR,
GL_LINEAR_MIPMAP_NEAREST or even GL_NEAREST_MIPMAP_NEAREST, but
| would stick to the higher-quality GL_LINEAR_MIPMAP_LINEAR if at al possible.

10.5.2 Loading texturesfrom image files

But that was a texture which was already in memory. Then we are ignoring one step, load-
ing textures into memory from image files. That has to be done in different ways depend-

ing on the image format. OpenGL has no image loading functionality built-in, so we must
use external image loading units.
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One of the ssimplest formats you can useisthe PPM format. Unfortunately, it is also one of
the least capable (no transparency and no compression), and it is rarely supported by
Image processing programs.

For images with transparency, Targa (.tga) format isagood choice. It isamost as simple
as PPM, highly suitable for educational work. Just make sure to get aloader that supports
compressed tga's or you will find yourself with images that you can’t load.

Portable Network Graphics (PNG) format also supports transparency, and provides better
compression than Targa. The library libpng [28] is popular for loading PNG files, but |
would rather recommend pnglite [29][30] by Daniel Karling, which is easier to use than
libpng. As delivered it lacks demos, but | have provided some myself.

If you have alot of image data, you will want to save disk space, JPEG filesis an obvious
choice. Then the library libJPEG [23] is highly convenient.

On MacOS, MacOSX and MS Windows, QuickTimeis an option. It can handle most pop-
ular image formats.

10.5.3 Texturecoordinatesin GL SL

Now, we want to render with the textures that we uploaded. For doing that, we do not only
need the texture coordinates, but we also need to get texture data through texturing units. |
will start with the texture coordinates. Passing texture coordinates to your shader is just
like other arrays, you need a point in texture space for every vertex.

But you also need to interpolate the texture coordinates between vertices, so the vertex
shader should pass the texture coordinates to an out variable, redeclared asin variablein
the fragment shader.

You obviously want to look up texture data too, but let’s wait with that.

10.5.4 Example: Procedural texture

A procedural texture is atexture that is generated from code instead of stored as an array
of texels. A procedural texture can be generated inside afragment shader, which is exactly
what | will do here. What we must do is:

* The vertex shader must pass the texture coordinates to an out variable

« Texture coordinates are used in some creative way, as input to a texture generating func-
tion in the fragment shader

Thisis simpler than you may expect. Of course, | choose a very simple function here, but
the result is quite effective. Here is the vertex shader:
in vec3 inPosition

uniformmat4 i nTransform
in vec3 inTex;
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out vec3 texcoord;
voi d mai n()

gl _Position = inTransform* vec4(inPosition, 1.0);
texcoord = inTex;

}

Thisisbasicaly just a“pass-through” shader plus support for texture coordinates, who are
simply passed on! The fragment shader is more interesting, but still smple!

in vec3 texcoord;
out vec4 out Col or;
voi d mai n()

float a = sin(texcoord.s*30)/2+0.5;
float b = sin(texcoord.t*30)/2+0.5;
out Col or = vec4d(a, b, 1.0, 0.0);

}

So this turns out to be remarkably simple. The fragment valueisafunction of Sand T, in
this case simply a sinus function of each, mapped onto the red and the green color chan-
nels. Note the sin() function. It is one out of many common mathematical functions. Thus,
you do not have to re-implement each and every fundamental mathematical function.
Rather, you have arich toolbox to work from.

And the result from these few lines of code is a quite stunning teapot image, “Ingemar’s
psychedelic teapot” L. It is much more psychedelic in color though.

FIGURE 102. Procedural texturing example: Ingemar’s psychedelic teapot

1. Thisisquitelogical, since psychedelic songs often deal with tea and breakfast (as mentioned earlier).
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10.5.5 Using texture data

Procedural texturesare fun, but in real life you usually want to use pre-generated textures,
texturesthat are designed for its purpose, textures that are based on photographs or artistic
drawings, or calculated in some way that istoo complex to do in real-time. In order to use
pre-generated texture data, they must be loaded into atexture unit by the host program,
and it is customary to communicate the texture unit number to the shader.

The texture unit number is communicated as a“uniform”, that is a variable that can not
change within a primitive. It obviously must be a uniform; you can’t have different tex-
turesin different vertices of the same triangle. Well, actually, | hear some of you arguing
that it is very interesting to fade between textures over atriangle. That, however, isacom-
pletely different problem, namely multi-texturing. Multi-texturing is both useful and very
relevant to shaders, but it is a matter of having several texturesin use at once rather than
switching between them.

GLSL has a pre-declared type for referencing texture units, called samplers.

Example:

uni form sanpl er 2D texUni t;
in vec3 texcoord;
out vec4 out Col or;

voi d mai n()

outGol or = texture(texUnit, texcoord[0].st);

}

The function texture() makes a texture look-up with the texture (unit) named “texture”,
which isavariable of the type sampler2D.

Depending of the kind of texture you use, GLSL has a number of types for texture access:

sanpl er 1D

sanpl er 2D

sanpl er 3D

sanpl er Qube
sanpl er 1DsShadow
sanpl er 2DShadow

All these refer to textures by the number of their texture units. They are read-only (*uni-
form”) and are written by and communicated from the host program. The type sampler2D
isused for reading from plain 2D textures, which we consider the normal casein the fol-
lowing.

10.5.6 Multi-texturing

In the GPU, there are several texturing units. You are likely to have 16 in modern boards.
Texturing units hold one active texture each, and you can draw with them simultaneously.
Thisis highly useful for blending textures into each other (to avoid sharp edges between

areas with different texture), for light mapping (see below) and many other effects.
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When using multi-texturing, you assign one texture object to each texturing unit in use,
switching between texture units with glActiveTexture(). You also will have to specify tex-
ture coordinates separately, which unfortunately requires special calls. In immediate
mode, you use glMultiTexCoord().

Multi-texturing is performed in the fragment shader, and is marvelously simple. The host
program sets up two or more texture references (e.g. sampler2D), and you declare themin
the shader. Then you use them in any way you like; you can do just about any kind of cal-
culations involving more than one texture. Here is a simple example:

FIGURE 103. Multitextured Utah teapot, mixing two texturesin the fragment shader
What you seeis two textures mixed by a sin function, mapped onto the Utah teapot.

The biggest problem to do thisisto load the textures into the texturing units, using glA-
ctiveTexture to select texture unit, and to pass the texture unit number to sampler2D uni-
forms.

Thus, the critical part of the code in the C program is to bind the textures to the proper tex-
ture units:

gl Acti veText ure( G._TEXTURED) ;
gl Bi ndText ure(fl ower);
gl ActiveText ure( G_TEXTUREL) ;
gl Bi ndText ure(worl d);

and to tell the shader about these texture units:

gl Uni formili (gl Get Uni forniocati on(shader, “flowerTex“), 0); // unit O
gl Uni formili (gl Get Uni forniocati on(shader, “worldTex”), 1); // unit 1

Finally, the shaders are very simple indeed. Vertex shader:

in vec3 inPosition
uniformnmat4 i nTransform
in vec3 inTex;

out vec3 texcoord;

out vec3 pi xel Pos;
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voi d mai n()

gl _Position = inTransform* vecd4(inPosition, 1.0);
texcoord = inTex;
pi xel Pos = inPosition;

Fragment shader:

uni f orm sanpl er 2D f| ower Tex, worl dTex;
in vec3 texcoord,
in vec3 pi xel Pos;
out vec4 out Col or;

voi d mai n()

vecd flower = texture(flowerTex, texcoord.st);
vecd world = texture(worl dTex, texcoord.st);

out Col or = sin(pixel Pos.x*5.0) * flower +
(1.0 - sin(pixel Pos.x*5.0)) * worl d;
}

This can be varied in many ways. Combine with lighting, time variations, you nameit.

10.6 Skyboxes

Skyboxes and skydomes are two pretty much equivalent ways to give the impression of a
sky and other far away surroundings, by putting textures behind everything else. Thisis
much like a backdrop at the theatre. There can be sky, buildings, far avay mountains, all
adding to the mood but all fake.

A skybox is atextured cube. For this, we need a cube with texture coordinates, and a tex-
ture, which may be a single texture or six separate ones, mapped onto the cube. This may
look asin Figure 104, which shows the “petomavar” texture, which is available on-line,
free for non-commercial purposes.

FIGURE 104. A nice skybox texture, shown as six separ ate textures and mapped onto a cube.
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You may think that the cube should be very big, so it ends up farther away than all other
geometry. Thisisindeed the impression we want, but then we would lose parts of the
viewing frustum due to the difference in shape between the skybox and the frustum. When
we move around, the shape of the skybox (or skydome) may be visible, and disturbing.

Therefore, we use a different approach without any of these problems:

The skybox does not have to be big. It needs to be big enough not to touch the near plane
of the frustum, but that is all. Anything safely between the near and far planes will do, as
long as it doesn’t obscure anything which is supposed to be “insideit”. Thisis accom-
plished by drawing the skybox without Z-buffering, that isthe Z buffer is temporarily
turned off. That is done by:

gl D sabl e( G._DEPTH TEST) ;

Obviously, you should turn it on again after drawing the skybox:
gl Enabl e( G._DEPTH TEST) ;

The second trick is to aways center the skybox around the camera, that ison originin
view coordinates. Then the skybox object follows the camera. Thisway you can never
move out of it, you never get strange perspectivesthat reveal that it isabox. You do that by
drawing the skybox with a modified world-to-view matrix. You keep the rotation parts but
zero out the trangdlation part. Yes, it isthat ssmple.

Uy Uy U, t Zero these!
t -
M= |VxVy Ve

n,ny,n,t
0001

Thisisthe direct opposite case to view plane oriented billboards (see section 13.9 at
page 168). For the skybox, you want the position to follow the camera but the orientation
to vary, for the billboard you want the orientation to follow the camera but orientation to
be fixed!

Furthermore, you must render the skybox with texture only, absolutely no lighting! What-
ever the skybox shows should be pre-lit. If you apply alight model to the skybox, it will
immediately look like abox. It is, of course, possible to make acomplex sky model where
dynamic light is handled, but it must be vastly different from the usual light models.

There is one more detail to get right for the skybox: Filtering. You typically have six sepa-
rate textures, one for each side, positioned so that the edges matches. However, with the
wrong filtering, you will end up with visible seams for the edges. Most specifically, if you
use GL_REPEAT, you will get an interpolation at the edges from one end of the texturesto
another, which produces a noticable error. You want to use GL_CLAMP_TO_EDGE.

To summarize, there are four things to get right for a skybox (apart from a nice texture):
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» Draw without Z-buffering, will make even a small box seem infinitely large.

» Center the skybox around the camera by zeroing the translation of the world-to-view
matrix.

* No light on the skybox, just texture.
e Filter with GL_CLAMP_TO_EDGE to avoid edge artifacts.

The alternative to a skybox is a skydome. A skydome will require more geometry, and give
few significant advantages. What it can do, that a skybox can not, is to give a decent envi-
ronment with alarge skydome that is not centered on the camera, which may make it an

aternative for geometry that is not as far away, such asthe onein Figure 112 on page 139.

10.7 Light mapping

Light mapping isafamily of techniquesto pre-generate lighting for parts of a scene where
the lighting, or part of the lighting, is static. Take, for example, abuilding. It islit mainly
by the sun. In reality, the sun moves, so the lighting should be dynamic, but in short term
we can get around with static lighting.

Light mapping is a question of performance and quality. Since light mapping is calculated
off-line, it can be done with any precision we like, using sophisticated light models. Radi-
osity isagood candidate for generating light mapping. Some 3D programs have tools for
generating light maps.

Once the resulting light has been calculated for a surface, two different approaches are
possible:

» Vertex level light mapping. Save only the intensity in each vertex.

e Light map textures. Save an entire image.

With vertex level light mapping, alight valueis stored for each vertex, and is applied with
an attribute array of vec3's. Thus the polygons are Gouraud shaded. The memory cost is

very low and the performanceis excellent. The quality is pretty good, but modelswith low
polygon count may get too little detail.

AN

e

e

FIGURE 105. Vertex level light mapping. A shadeis precalculated for each vertex.
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With light map textures, quality is significantly higher. The light mapping textureis
applied as amodulation of the underlying surface, that is, the surface texture is multiplied
by the light map. This can be done by multi-pass rendering, drawing each surface twice,
but it is clearly preferable to use multi-texturing, where two texturing units are used to
draw both in one pass.

FIGURE 106. Light mapping with light map textures should be applied with multi-texturing

It is clearly unreasonable to keep a full-resolution light map for every surface in any non-
trivial scene. Instead, textures are sampled down to very small sizes. With linear interpola-
tion, the quality will still be pretty good. A set of light map texturesis generated, where
each new texture is compared to the existing set, and if thereisany texturein the set that is
sufficiently similar to the new texture, the new textureis discarded and the similar old one
is used instead.

Fh Hm™ ue >
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FIGURE 107. For light mapping, a set of small light maps can be used for large scenes.

10.8 Bump mapping

Bump mapping, aswell asits cousin normal mapping, is atechnique for adding surface
structure rather than patterns. It can simulate bumps and wrinkles in the surface by modi-
fying the normal vector, so that the shading varies with the bumps. Thus, thereisno dis-
placement of the texture, and when looking at a surface from the side, it isflat asthe
polygonsit is built from. Only the shading is affected.

Figure 108 shows a simple example. Note that the bump map can be combined with a tex-
ture for even better results.
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FIGURE 108. A bump map (left) applied to a cube (right)
Figure 109 illustrates the idea behind bump mapping: The surface is extended by a dis-
tance that is given by the bump function. The derivatives of this new surface gives new
normal vectors. We don't keep the surface, but we keep the new normal vectors, which

will produce a shading that gives the old surface theillusion of the variation of the
extended surface.

MY e

Bump map: scalar function of the texture

S —""__/" " coordinates

Modulate the normal vectors by the
bump function

Calculate new normals

w A fﬁ\f ffmf Resulting normal vectors

FIGURE 109. Principle for bump mapping

You may intuitively see that the derivative of the bump function should provide the infor-
mation we need to modulate the normal vectors to produce this effect. However, in 3D
space, the question isin which direction to take that derivative. It must be taken along the
texture/bump map coordinate axes, along sand t.
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So, if we can calculate the derivatives of the bump map, bg and by, we get two values that

tell us how much we would like to “tilt” the normal vector for along s and t, respectively.
With the sand t axes denoted pg and py, it seems reasonable to try

n"=n+b-p;+bg-p;

be-py

bs'ps
Pt

Ps

FIGURE 110. Bump mapping. The normal vector is modified by componentsin u and v direction

Thiswill work well if pg, p, n are orthogonal or very close to orthogonal. If thisis not the
case, it can be shown that

n"=n+b - (psxn)+bs-(prxn)

where all contributions are orthogonal to n. In either case, we must normalizen’ asafinal
step.

Thisisabrief introduction to the concept. In Volume 2, we will return to bump mapping,
including its variants and how to implement it in shaders.

10.9 Gloss mapping

Gloss mapping is a technique which is somewhat related to bump mapping in that we
don’'t map image data but rather surface properties onto the surface, texelwise. In gloss
mapping, we modulate the specularity of the surface with an image, the gloss map. You
can control any surface property, but the most rewarding one is probably the specularity
value. Thistechnique is particularly suitable for shaders, and one of the easiest onesto try
once you have multitexturing in your shader.

10.10 Environment mapping

Environment mapping is avery visually appealing method for rendering reflective sur-
facesin real time. It issimilar to ray-tracing (chapter 17) but only allows one step of
reflection (in its basic form), and the reflected ray does not traverse the scene but is
mapped onto a bounding box. This bounding box is avirtual shape which is not necessar-
ily drawn as an object. A texture is mapped onto the bounding box, and rendered onto the
reflective surface using the (s,t) pair found for every ray. If the texture shows images of the
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surroundings (or at least something vaguely reminiscent), then the result will look like a
reflection of the surroundings.

See Figure 111. In real time, this can be solved on vertex basis. The surface, the spherein
the figure, isin practice rendered using triangles. For each vertex in those triangles, aray
from the camerato the vertex is created. Then itsreflection is calculated, and the intersec-
tion between the reflected ray and the bounding shape. The intersection of the bounding
shapeisrecalculated to a (s, t) pair, which is used for texture mapping the texture associ-
ated with the bounding surface.

Bounding shape, environment

5
pointin (s, t)

Sphere with environment mapping

Polygon used for drawing a part of the sphere

FIGURE 111. Environment mapping

Mapping on vertex level is somewhat limited. It isalso possible to implement it in afrag-
ment shader, which will give more freedom in selection of bounding shapes etc.

In OpenGL, the recommended environment mapping is called cube mapping, where a
cube is used as the environment shape. In section 10.6, | discussed skyboxes. If you have a
skybox, the skybox and its textures can be used directly as environment map!

OpenGL provides a special kind of texture, the cubemap texture, which is specifically
designed for looking up the contents of a texture on a cube map. The lookup is purely
based on direction. You don't have to figure out where on each separate side you end up.
You just provide a 3-component vector (vec3) and get a texture value back. The vector is
directional, has no starting point in space. Thisis a simplification from the description
above.

The cube map consists of six images matching each side of a cubic skybox. You need to
supply six separate images, top, bottom, right, left, front and back. Each image is |oaded
with atarget identifier named GL_TEXTURE_CUBE_MAP_POSITIVE_X and similar,
six different. Thistarget replaces GL_TEXTURE_2D in gl TexImage2D.

Figure 112 shows a cube map, created by Paul Bourke [34]. Thisis one of the cube maps
we use in our student labs. It is free for non-commercial use. Note how every side of the
cube has perspective distorsion, so straight lines tend to bend at edges.
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FIGURE 112. Example cube map

Let us render this cube map on a shape. | can not list the entire demo code here, so | will
only quote the most essential parts. First, we need to load the cube map into OpenGL once
it has been read from disk. A bare minimum cube mapping code looks like this:

?akeClJbeMip( voi d)

gl Tex| nage2D( Q. TEXTURE OBE MMP PGBITIVE X, 0, 3, 4, 4, 0, . R®B, G _ NS GQED BYTE, texl);
gl Texl nage2D( G_TEXTURE OBE MAP NEGATIVE X, 0, 3, 4, 4, 0, G R®B G _UNS GED BYTE tex2);
gl Texl nage2D( G_TEXTURE OBE MP PGBITIVE Y, 0, 3, 4, 4, 0, G _RB G _UNS GED BYTE, tex3);
gl Tex| nage2D( @__TEXTURE OUBE MAP NEGATIVE Y, O, 3, 4, 4, 0, G_R®B, G NS GQED BYTE, texd);
gl Texl nage2D( G._TEXTURE QBE MP PGBITIVE Z, 0, 3, 4, 4, 0, G RB G U\ GED BYTE, tex5;;
gl Texl nage2D( G__TEXTURE OBE MMP NEGATIVE Z 0, 3, 4, 4, 0, GA_R®B G _UNS G\ED BYTE, tex6);
gl TexParanet eri (Q._TEXTURE QBE MWP, G__TEXTURE MN FILTER QLI NEAR);

gl TexPar anet eri (Q__TEXTURE ABE M\P, Q__TEXTURE MM\G A LTER G NEAREST);

ol Enabl e( @._TEXTURE OLBE MAP);
gl TexPar anet eri (@, TEXTURE OUBE MP, G TEXTURE WRAP S, G ALAWP TO EDE);

) gl TexPar anet eri (Q._TEXTURE OBE MP, G__TEXTURE VRAP T, G._AAW_TO HF);

Asyou can see, the magic word isGL_TEXTURE_CUBE_MAP with variations.

The next step isto map it onto a surface. Thisis performed in the vertex shader, with a
mirroring as hinted in Figure 111. You need to get the viewing direction just like in Phong
shading, and mirror over the normal vector. The hard part isto do thisin the appropriate
coordinate system. If your viewing direction, mirrored environment shape and mirroring
model are not in the same coordinate system, you will get an incorrect result.

Transform the vertex to view coordinates.

vec3 posl nvi ewCoord = vec3(worl dToVi ewhatri x * nodel Tovorl dvatri x *
vec4(inPosition, 1.0));
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By normalizing the position, we get adirection from the origin to the vertex in view coor-
dinates.

vec3 vi ewD rectionl nvi enCoord = nornal i ze( posl nVi ewCoor d) ;

If we wanted to do thisin world coordinates, we would need to take the difference
between the vertex position and the camera position. Using view coordinates, however, we
must transform the result back to world coordinates (now without the trandlation part).
Thus, we must take the inverse of the world-to-view transform.

vec3 viewD rectionl nVorl dCoord = i nverse(mat 3(worl dToVi ewhatrix)) *
vi ewD r ecti onl nVi ewCoor d;

No matter how you do it, what you want is the view direction in world coordinates (that is
skybox coordinates).

Using anormal matrix (see section 7.11), transform the normal vector to world coordi-
nates too.

vec3 wcNornmal = nat 3( nodel ToWr | dhvatri x) * i nNornal ;

Now we can find the reflected direction, again in world coordinates, by reflecting the view
direction over the normal vector.

refl ectedVi ew = refl ect (vi ewhi recti onl nWrl| dCoord, normal i ze(wcNor -
mal)); // world coord = nodel of skybox

The reflected view direction is now passed as an interpolated variable to the fragment
shader. The work thereis simple indeed, you just look up the output color in the cube map
texture.

out Gol or = texture(cubemap, nornalize(reflectedView);

When the demo is running, the cube map looks like this when rendered on the Utah teapot:

FIGURE 113. Cube map rendered on the Utah teapot
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| have written complete demo programs showing how this works, available on-line at my
course page. (www.computer-graphics.se)

Now consider aso rendering the cube map on a cubic skybox (as described in
section 10.6)! Then you have afull (static) environment mapped scene, although with only
the skybox mirrored in the environment mapped objects!

Your next problem isto find suitable cube maps. There are many cube maps avail able that
are free for non-commercia use (Google and you will find), but for commercial projects,
you will need to generate your own. (Of course you can purchase commercial textures but
I would not risk using something that might be recognisable from other products.)

Environment mapping is sometimes considered a “ poor man’s ray-tracing”, and in the
case when you map diffuse, pre-rendered room-like textures, it certainly is (don’t expect to
see yourself mirrored in the surface), but it does not have to be. Aslong as the sceneis not
too complex, you may have time to render the scene several times for one frame, and then
you can render the present scene to texture and have a real-time environment map! Then
you will see yourself in the mirror, and you will see the enemy sneaking up from behind
mirrored in the glossy surface of acar! Thiskind of rendering is, however, a matter for
volume 2.
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11. Text rendering

Text isone of the most basic and essential problemsin graphics. Surprisingly, the OpenGL
core does not provide any built-in solution for text. Instead, we need to use add-on third
party libraries, or roll our own. Creating asimple solution for 2D text is easy. What makes
the situation a bit complicated is that there are so many waysto do it. Here are afew:

» Text support in the system dependent units

* GLUT text

* Pre-rendered strings on textures

* Real-time rendered strings on textures

» Character set textures

» 2D vector fonts

» 3D fonts

Anindication of how hard this problem is can be found in “Beginning OpenGL Game Pro-
gramming” by Astle [31]. The suggested solution for text rendering is an MS Windows

only library! That is pretty bad if you, like me, want cross-platform portability. There are,
however, portable solutions, and you definitely should aim for them first.

11.1 Text support in the system dependent units

The OS dependent OpenGL units, WGL, AGL etc., have some support for rendering fonts.
The obvious drawback of using them isthat they are not portable. However, they may be
the easiest way to get scalable text into your OpenGL application. In WGL, the call
wglUseFontOutlines is exemplary ssimple to use.

11.2 GLUT text

GLUT (i.e. FreeGLUT) includes some routines for drawing text and is the first cross-plat-
form option that you come across. They are not very flexible, really, but may help if your

needs are modest. In my opinion, they are more suitable for tracing bugs than for display-
ing text in the final application.
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GLUT displays asingle character at atime, using glutBitmapCharacter() or glutStroke-
Character(). You may prefer the stroke font since it is scalable.

Unfortunately, you do not have afree choice of fontsin GLUT. All you have for stroke
fontsare GLUT_STROKE_ROMAN and GLUT_STROKE_MONO_ROMAN. Thisis
certainly alimitation.

FIGURE 114. Text rendering with GLUT haslimited font options.

So GLUT text is more an intermediary solution than something you want as your only font
rendering option. We need to look elsewhere.

Note that our MicroGLUT package does not support GLUT fonts, but you are encouraged
to use SimpleFont (see below) or more general texture fonts as simple, fast and portable
solutions.

11.3 Pre-rendered stringson textures

Sometimes, you need to display static text, text that never changes. In such a case, you can
pre-design the text just like you design any piece of pre-rendered graphics. But it isonly
an image, you can't change anything, and it scales like any image, that is, not so well.
Mipmapping will help when scaled to small size, but it will be fuzzy when scaled up.

11.4 Real-timerendered stringson textures

A simple but good-looking solution isto render text using external packages, like True-
Type or PostScript. That will give accessto all text rendering capabilities of your OS. You
need to render to an off-screen image, which is then uploaded to an OpenGL texture.

The drawback of this method is that you need to re-upload the texture every time you
make a change to the string. Note, however, that thisis usually aminor problem, since text
changes slowly. You don’t ever wish to fill the entire screen with new text in 50 fps. Thus,
thisis a perfectly feasible solution, especially when you have good control of the scale of
the text, so you render in the same size asiit is displayed. Rotations will, too, degrade the
result alittle bit.
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11.5 Character set textures

A solution that has been common in games for many years is to pre-render an entire char-
acter set to animage. Thisisusually done with monospaced fonts, for smplicity. A texture
font image can look like this:

in #:$!%‘& ' () *+ P
0123456789:;«<=>7
@ABCDEFGHIJKLMNO

PORSTUVWXYZ [\]"
“abcdefghijklmno
parstuvwxyz{ | } ~

FIGURE 115. A monospaced font pre-rendered into an image.

When drawing a string, each character is drawn as arectangle, textured by a small part of
the character set texture.

Character set textures are useful aslong as you draw them below a certain maximum size,
just like with other texture-based methods. Just like with any texture-based method, mip-
mapping with filtering makes downscaling very good. The method is questionable for gen-
eral use, but itslack of flexibility may not be a problem in a game.

A special case of texture font is the SimpleFont package, which | wrote afew years ago
with the now-obsol ete technique bitmap fonts (using the old OpenGL call gIBitmap), but
which is now converted to atexture font. This package has a single font defined entirely in
code, so no externa datafiles are needed. You can find this among my code examples.

NOe simplefont demo
Hey Leroyl!

abcdefghi jklmnopgrstuvwxy=z1234563890: ;<=7

TaBd:55¢=7 "#+-.,()/B&

Your Mama's calling!

FIGURE 116. SimpleFont, a minimal text rendering solution for educational purposes

The SimpleFont API istruly minimal:

voi d sf MakeRast er Font (voi d) ;
void sfDrawstring(int h, int v, char *s);
void sfSetRasterSize(int h, int v);
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Thefirst call, stMakeRasterFont, initializes the single supported font. You draw strings
using sfDrawString. The last call, sfSetRasterSize, should be called if the viewport is
resized.

You may wish to consider this solution for your student projects. However, when making
serious game projects, you should consider more flexible solutions.

11.6 2D outlinefonts

When you want to render fully scalable text, you will need to move to fonts described in
vector formats, by polygons and splines. Using packages like TrueType or FreeType, or
even the built-in functions in Win32, you can get outlines for charactersin the selected
font as a sequence of splines. The task of working with outlines of fontsis clearly more
complicated than working with textures. One solution for thisis FTGL, which seemsto be
an acronym for “FreeType Graphics Library” although that israrely stated in FTGL docu-
ments. It isapopular library for vector font rendering in OpenGL.

FTCL TEST

96K’

FIGURE 117. Outline 2D fontswith FTGL, border and filled.

noe

06 e - FTGL TEST

FTGL may solve your vector font problems. Under Linux, and using C++, it is probably
fairly smooth. However, in other situations FTGL can be trickier to use. The interfaceis
not easy to access from other languages than C++, so for such cases you will need to write
additional glue. Furthermore, there is no Mac compatible library in the standard distribu-
tions (that is, last time | worked with it).

FTGL has many rendering modes, but | find it to be overkill for texture based fonts. For
vector fonts, including 3D fonts, it is of considerable interest.

11.7 3D outlinefonts

Once you have a 2D outline font given as a (set of) polygon(s), converting a character
polygon to a 3D object isfairly trivial. If you created your outline yourself, thisisno prob-
lem. With ready-made libraries, it gets harder, but FTGL gives you 3D fonts right out of
the box.
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FIGURE 118. Examples of 3D text from TrueType font using FTGL

11.8 Conclusionson text rendering

So to summarize, if you just want the simplest solution to get text on the screen, you can
define afont inline and draw as bitmaps and have decent text with no external files and no
external library dependencies. If you want nice, scalable outline fonts, the easiest way to
get it isto use system dependent code like WGL, losing portability.

However, for aflexible, cross-platform solution, character set textures and outline fonts
are the way to go. Character set textures will give the best performance, preferrable for
games and other demanding real-time animations, while outline fonts are more flexible,
especialy if you want to be able to switch freely between many fonts and make 3D fonts.

For more reading on thistopic, thereis an article on OpenGL.org, “ Survey Of OpenGL
Font Technology” . [32]
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12. Visible surface
detection

Visible surface detection (V SD for short) is the problem of making sure that the proper
surface, namely the one closest to the camera, isthe one that is actually visible. This can
be done in severa different ways, including some methods that can co-exist. It is partialy
amatter of drawing right, and partially a matter of drawing fast.

Two methods have hardware support and can be used practically all the time: back-face
culling and Z-buffering. However, that is not always sufficient. In this chapter | will
describe the following V SD methods:

» Back-face culling

e Z-buffering

» Painter’s algorithm

* BSPtrees

* The scan-line method

In later chapters (especially chapter 13), | will describe some other V SD-related methods,
including ray-casting, octrees, portals and potentially visible set. Ray-casting is the VSD
method that is used in ray-tracing. Portals and potentialy visible set are high-level meth-
ods and are covered in the visibility processing chapter, which deals with the visibility
problem in much larger scale. Finally, octrees will appear mostly dealing with other prob-
lems, but there is also an octree-based VSD method, which | choose not to include here.

It is possible to categorize VSD methods in “ object-space methods’, that is methods that
work on the geometric primitives, and “image-space methods’, methods that work on
pixel level. Out of the methods we will discuss here, only Z-buffering is purely in image
space, while Painter’s algorithm as well asits refinement using BSP trees are partialy in
image and object space. All others are object space methods. In particular, high-level VSD
methods are in object space by necessity.
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12.1 Back-faceculling

Back-face culling is an integrated part of the OpenGL pipeline, and existsin any 3D sys-
tem. It isasimple operation that removes = 50% of al polygons, al the polygons that are
“facing away” from the camera and thereby can’'t be visible. Removing them at an early
stage obviously reduces following computation to half! This operation should be applied
on all geometry that are built from closed polyhedra. In most casesthisis true.

In OpenGL, back-face culling is enabled by
gl Enabl e(G._CQULL _FACE);

and you can configureit to cull back or front with

gl Qul | Face(A._BACK) ;
gl Qul | Face( G._FRONT) ;

Why would we ever want to cull the front faces? That is actually quite valuable, for exam-
ple when rendering transparent objects.

Now, how does the 3D system know which polygons are facing away? When we have
access to the entire polyhedron, it is possible to test that by an inside-outside test (see
section 15.7 at page 211) but that is not only too slow, the information needed is not avail-
able at al in the OpenGL pipeline, where we work on one polygon at atime.

Instead, we must decide from the polygon itself. By deciding that all polygons must be
defined in the same direction, clockwise or counter-clockwise, the problem is solvable.
Then there are two other ways to perform back-face culling:

12.1.1 Camera space back-face culling

In camera space, you can calculate the vector from the camera (projection reference point)
to the surface point, and take the dot (scalar) product between that vector and the surface
normal. The sign of the dot product tells whether the surface can is facing towards the
camera.

n

if n-p <0, don’t
render!

prp pP =Prp-a

FIGURE 119. Camer a space back-face culling
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What you can not do isto take the Z component of the normal vector (in viewing coordi-
nates) and inspect its sign, a common misconception. That will work most of the time but
produce visible errors in some cases.

12.1.2 Screen space back-face culling

You can also do the same thing in screen space. In this case, you use the projected coordi-
nates. By taking the cross product of two appropriately chosen vectorsin the polygon, you
will get aresulting vector that only has az component. Here, you can use the sign of z.

b

ab

acC
a

FIGURE 120. Screen space back-face culling —using a polygon projected to screen

Note that the cross product can be optimized since we know that all points have the same
z

ab x ac = (ab.y-ac.z - ab.z-ac.y, ab.z-ac.x - ab.x-ac.z, ab.x-ac.y - ab.y-ac.x) =
=(0, 0, ab.x-ac.y - ab.y-ac.x)
sinceab.z=ac.z=0.

So, which oneisbest? This depends on who performsit, and how. Calculations are similar,
afew subtractions and one dot or cross product, respectively. If we have a system where
the projection is performed separately from the model-world-view transformation, then
the camera space method would make sense. The screen space method is done after pro-
jecting the points to screen, which costs calcul ations that are wasted on polygons that are
not visible anyway. But, if the projection transformation is done at the same time as the
modelview transformation, which isthe case in the OpenGL pipeline, then screen spaceis
what we should use. In other words, you should let OpenGL take care of it most of the
time.

12.2 Z-buffering, the depth buffer method

While back-face culling has more impact on speed than on looks, Z-buffering has no influ-
ence on speed at all, but will solve most VSD problemsin an easy way.
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The principle for the Z-buffer method is to store a depth (Z) value for each pixel in the
image. Every time a pixel isto be drawn, its Z value is compared to the value in the corre-
sponding position in the depth buffer, and if the distance islower than the one stored, the
pixel may be drawn, and the Z value is written to the depth buffer.

The depth buffer is an entire extraimage buffer, with the same size as the frame (image)
buffer, but with only asingle scalar for each pixel.

We usually refer to the “Z-buffer”, but the real name is * depth buffer”. The Z comes from
the simple fact that we look along Z, so the depth buffer consequently holds Z values.

As rough pseudo-code, the algorithm works like this:

initialize Z-buffer to infinite distance
initialize the i mage buffer to background
for each polygon (in any order)
for each pixel (x,y) in the polygon
cal cul ate z val ue
if z closer than the current z-buffer value Z(x,y)
wite pixel to inage (X,Y)
wite z to z-buffer Z(x,y)

In this pseudo-code, there is one missing piece of information: What does “closer” mean?
The answer can be found in the section on projection transformations, page 53. The “cal-

culated” z valueisafunction of 22, not z, so the same range goesinto the Z buffer. Thisis
actually adesirable thing, sinceit gives the Z buffer higher precision near the camera,
where any errors are the most visible.

And errors may occur. An important aspect of Z buffering is the resolution of the Z buffer.
If the resolution is low, which was common in the past, then surfaces located near each
other could get the same Z value, and artifacts would be visible.

It isalso important for performance. In chapter 15.13, we will present a proof showing
why having values that are linear with z1lare necessary for efficient implementations.

12.3 Z-bufferingin OpenGL

In OpenGL, Z-buffering is enabled with
gl Enabl e( G._DEPTH TEST) ;
When you allocate your frame buffer, you will need to specify that a Z-buffer is allocated.

Thiswill look different depending on what platform you work on. In GLUT, it is done by
adding the flag GLUT_DEPTH to glutlnitDisplayMode.

At the start of every frame, you need to clear the Z-buffer, that is set its contents to maxi-
mum distance. You do that with

gl O ear (GL_DEPTH BUFFER BI T) ;

Usually you clear the frame buffer and the depth buffer at the same time, using
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gl O ear (GL_COLCR BUFFER BI T | G._DEPTH BUFFER BI T);

OpenGL supports a configuration of how the Z-buffer test is carried out, which is highly
valuable in some situations. By the call glDepthFunc, you can specify under what condi-
tion drawing is allowed. The default is GL_LESS, which means that a distance lower than
the one stored will pass. Other options, like GL_LEQUAL, are useful in more advanced
cases, multi-pass drawing, where you draw several times on the same surface. That, how-
ever, belongs to the next course so let’s discuss that there.

It is also possible to make the Z buffer read-only, so drawing tests against it but without
being alowed to changeit. Thisis done with glDepthMask().

12.4 Painter’salgorithm, the depth-sorting method

With back-face culling and Z-buffering in hardware, most VVSD problems are solved for us
in ahighly efficient way. Why would we need more? There are two reasons:

o Z-buffering does not support transparency
» We need high-level algorithmsto boost performance

An agorithm that handles transparency very well is Painter’s agorithm, or the Depth-sort-
ing method. It is one of the simplest and oldest of the VSD algorithms. Its name refersto
how an oil painter can create a painting by painting the background first, and then paint
close details over the distant objects. Similarly, the principle of Painter’s algorithm isto
render distant objectsfirst, and nearby last, back-to-front. This may at first glance seem
wonderfully easy to do; just sort all objects by their distance to the camera, and start draw-
ing! Alas, things are not that smple. How do you sort 3D objects? They do not have one Z
value but many.

A popular example to show the problems with this approach is an image like the one
below. Three objects overlap each other, and since their Z values vary from end to end
there is no sorting order that will solve this.

FIGURE 121. An set of objectsthat can not be sorted
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Thus, making an implementation of Painter’s algorithm that works in most casesis pretty
easy, while making one that draws correctly all the time is avkward.

A complete depth-sorting can be done with a sequence of tests:

0. Zinterval overlap
1. Bounding rectangle overlap in xy plane
2-3. Tests using surface nornal
2. Surface conpl etely behind
3. Surface conpletely in front
4. Pol ygon-1evel check of projected pol ygon

Test 0: Z interval overlap, simply tests whether the polygons have any Z overlap at al. If

they don't, they can be sorted.
s \Sort

More
testsl!

FIGURE 122. Z overlap test

If that did not help, the next test checks whether or not the polygons' bounding rectangles
in projected coordinates overlap.

Overlapping bounding
boxes - more tests!

/N

No overlap - |_— |
any order will do

FIGURE 123. Bounding boxed tests

2-3, the surface normal tests, test whether the points in each polygon are completely in
front of or behind the other. This must be tested both ways. In the figure below, the poly-
gon B is completely behind A, while A is neither behind or in front of B.

154 Visible surface detection



FIGURE 124. Surface normal tests

If neither of these tests succeed, test number 4 checks for overlap on polygon level. If even
thistest suggests an overlap, either of the polygons must be split into two. If you go this
far, you should turn to BSP trees (see below) that will solve the problem in amore efficient

way.

However, let us not discard the straight Painter’s algorithm just yet. There are some
“cheap” versions of Painter’s algorithm that can be useful.

In certain special cases you can sort on distance to center only. Thisis particularly true for
billboards (see section 10.3 at page 125). Since billboards are extremely likely to use
transparency, thisis both simple and useful.

Also, asimplified Painter’s algorithm that only uses the surface normal test will handle
most cases for afairly low cost.

But for agood, general solution of Painter’s algorithm, the tool we need isa BSP tree.

12.5 BSP trees

BSP trees (binary space-partitioning trees) isavery useful tool that appearsin several con-
texts. One usage is for refining the Painter’s Algorithm. Painter’s Algorithm, although
straight-forward in principle, has to go through much trouble to determine the sorting
order of polygons, and only after many tests, it can decide to split a polygon. BSP trees,
however, make much simpler tests, and doesn’t hesitate to split polygons the way Painter’s
Algorithm does. It also produces a tree structure that speeds up the real-time sorting tre-
mendously for static scenes.

There are two parts of the BSP tree algorithm, building the tree and drawing the scene
using the tree. Expressed in pseudo-code style, these two agorithms can be written as fol -
lows:

12.5.1 Buildingthe BSP tree

Building a BSP tree is done with arecursive algorithm:

procedur e Bui | dBSP(pol ygon |i st)
Pi ck one pol ygon as “splitting plane”
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For all other pol ygons, determne what side their corners fall on.
Al on front (positive) side: Put polygon in front list.

Al on back (negative) side: Put in back list.

Sonme front, some back: Split polygon in two, put one in each list.
Bui | dBSP(front [ist)

Bui | dBSP(back 1i st)

12.5.2 Drawingthe BSP tree

Drawing is aso done recursively:
Dr anBSP
if n.- prp>-Dthen
Dr awBSP( backBr anch)
Dr awPol ygon( pol )
Dr awBSP( f r ont Branch)
el se
Dr awBSP( f r ont Br anch)
Dr awPol ygon( pol )
Dr awBSP( backBr anch)

The problem of building a BSP tree includes some sub-problems, like determining on
which side of a plane a point islocated, and how to split a polygon. They are detailed in
section 4.7 at page 26 and section 4.9 at page 27.

12.6 BSP tree example

| find the following example quite enlightening:

> froys\\back
50 2 4
> / N0\
ba 1

5b

FIGURE 125. BSP tree example (Adapted from Foley, van Dam [27].)

In the figure, afew randomly placed polygons are shown as lines, each with anormal vec-
tor to show what sideis front. When building the BSP tree, viewing direction does no mat-
ter. One of the polygonsis chosen, either randomly or with some strategy like picking one
in the center. In the example number 3 is chosen. The entire scene is split by the plane
defined by this polygon, which places polygon 1 and 2 in the front, 4 in the back, and
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polygon 5 must be split in two, 5ain the front and 5b in the back. On these two piles, the
same thing is repeated recursively until all no leaf node contains more than one polygon.
The splitting polygon belongs to the node for which it splitsits subsection in two, so every
node contains a polygon.

When using the BSP tree for drawing (that is for doing Painter’s Algorithm) the treeistra-
versed from the top. For each node, check if the front side isfacing the camera or not, then
traverse the side facing away, then draw the polygon in the node, and finally traverse the
side facing the camera. In the example, we start at the top, find that polygon 3 isfacing the
camera, and thus the back side (4 and 5b) are handled first. Polygon 4, however, faces
away, so its front side (empty) goes first, doing nothing, and then polygon 4 is the first
polygon that is getting drawn. Continue recursively with the rest of the scene.

12.7 Drawing with transparency

Transparency isasubject that | had a hard time figuring out whereto put. Isit alight/shad-
ing problem?Yes, | think so, but pretty trivial in that subject. Isit asurface detail problem?
Hardly. Isit aVSD problem?Yes, | think so, becauseVSD iswhat makesit challenging.
We will have to rethink the VSD problems to support transparency.

Color can be specified either as a straight RGB triplet, or as RGBA, where A isthe alpha
channel, specifying transparency. Drawing with transparency may seem trivia at first
glance, but there are many options, many possibilities to consider.

The alphavalue is a value between 0 and 1. Note that there may exist an alpha value both
in the source and the destination. Which one should be used, and how? The default isto
blend using the source alpha, like this:

dest,,q, = Source-a + destyq(1-0)

Simple, seems reasonable, or even obvious. Is that the only way to blend? Actually, no.
There are situations when you need a different blending, for example in video systems
where the resulting apha value will be used to make another blending, where graphicsis
mixed with live video. But in less exotic situations, the formula above will do fine most of
the time.

In OpenGL, alphablending is activated with
gl Enabl e( G._BLEND) ;

and the blending function is specified by glBlendFunc(). The default blending function, as
above, is specified with the parameters GL_SRC_ALPHA and

GL_ONE_MINUS _SRC_ALPHA. Many other options are available, listed in the “red
book” (The OpenGL Programming Guide).

Thereisalso an “aphatest” specified by GLAIphaFunc. Thisis alessimportant test,
which you can use to avoid frame buffer operations for fragments with alphavalues over a
certain treshold. | mention it primarily to avoid confusion between “apha’ and “blend”.
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So we have some freedom, but the principle is simple enough, just blend in the source with
the destination. But this will lead to more challenging problems.

What makes transparency challenging istheVVSD tests. If you fill a scene with transparent
objects, using Z-buffering for VSD, you will get lots of anomalies, depending on drawing
order. When opague objects are drawn, in any order, only the object closest to the screen
should bevisiblein any given pixel thefinal result, and Z-buffering will handle that nicely.
With transparency, objects should be blended into each other. If afront object is drawing
before an object behind it, the Z buffer will get the closer object’s distance, and the object
in the back will not be drawn at al!

.

FIGURE 126. A dark object behind a semi-transparent white object, with aresult depending on
drawing order

Wrong

The solution hereisto use Painter’s a gorithm in some form, to draw objects back to front.
If we are doing this on object level rather than polygon level, the problem can be simpli-
fied somewhat. Thisis particularly true for billboards, and billboards are objects that
almost always will need transparency!

Even asingle model will look strange. If you use back-face culling as usual, it will look as
if it only has the front side. If you turn off back-face culling, the back will sometimes be
drawn, and sometimes not, depending on the drawing order for the faces!

The solution here is to use back-face culling creatively. If you first cull front faces,
gl Qul | Face( G-_FRONT) ;

draw, and then cull back-faces,
gl Qul | Face( G._BACK) ;

and draw again, you will draw the object with both back and front, in the proper order! For
non-convex objects, there will still be some problems, though.

Note that both a color value as well as atexture may have alpha values that are active at
the same time if they use aformat with transparency, like RGBA format. However, you
have little interest in creating such a situation, except for effects like fading in and out
objects.
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13. Largeworlds

When working on small scenes, when most of the sceneisvisible al the time, the scene
has few objects and the objects are not extremely detailed, then performance is not an
issue with modern GPUs. You may not even have to consider the performance hit from
immediate mode specification of geometry.

However, you will sooner or later want to handle larger scenes, larger worlds. A modern
computer game has big levels, often with amazingly high detail. Gamers have grown to
expect this, especially from expensive retail titles. Although there will always be a market
for small, fun toy games, they belong to the class of free or low-cost shareware games.

With large worlds, you will need to do optimize your game code on a higher level. You can
not expect the GPU to perform well if you feed it hundreds of times more geometry thanis
actually needed. Brute force will only take you to a certain limit. You will also need struc-
tures to organize your scene, if not for performance so for keeping it manageable from the
programming and design point of view. This chapter is about various high-level methods
that will help you with these problems. Visibility processing is the main subject, but the
chapter will also deal with the level-of-detail concept and hierarcical modeling.

13.1 Visibility processing: Visible surface detection in large and complex
environments

The problem of visible surface detection is really two problems. Oneisto produce a cor-
rect result, where each pixel is assigned avalue that comes from the proper surface(s).
This problem is nicely solved by Z-buffering or BSP trees as described above, or even by
ray-casting, since we have said nothing about performance.

But performance is the other issue. How can we get rid of all polygons that can not be of
interest for rendering? How can we do that with sufficiently little processing?

Thisisno small issue, but one that is not very obvious until you try to manage alarge
world. I once did some work on akind of driving ssmulator. When | started out, | just sent
al my polygonsto the API. The API didn’t suggest anything else, and all its demos ran
nice and fast. When | expanded my world a bit, the program slowed down badly. Thiswas

Large worlds 159



not a problem of too many visible polygons. | had alimited far Z plane, which kept the
rendering to decent amounts. No, the problem was that too many polygons had to be pro-
cessed before they were found to fall outside the scene.

| solved this with a space subdivision method, where each polygon was found as part of a
multi-level grid. When passing polygonsto the AP, | first found out what grid cellsfell
inside the viewing frustum. All other polygons were collectively discarded, without apply-
ing any operations on them. My animation promptly speeded up to usable speed.

Notice that thisimportant feature is not covered by the 3D engine above. | would add that
as afirst step, ahigh-level filter that removes many polygons with collective tests.

13.2 Types of visibility processing algorithms

Visibility processing can be done with different goals and results, depending on the kind
of environment and whether performance or precision isin focus. There are three catego-
ries that they can be divided into:

Exact algorithms: Such algorithms will finds all visible or partially visible polygons, and
no hidden polygons. The drawback with such algorithmsisthat they tend to be too compu-
tationally expensive.

Approximative algorithms: Such agorithms find most visible polygons, and excludes
most invisible ones. They do not guarantee perfect results, there can be some artifacts, but
the advantage should be speed.

Conservative algorithms: Such algorithmsfind all visible polygons but includes some
invisible ones. Thisresultsin no artifacts, but has a certain potential to have lower perfor-
mance than “approximative” algorithms.

In real-time rendering, exact algorithms only appear in special situations, when the geom-
etry alowsit, while we otherwise expect approximative or conservative algorithms.

13.3 Frustum representation and transfor mation

The frustum is a 6-sided closed convex polyhedra, enclosed by atop, bottom, right, left,
near and far plane. In camera coordinates, the top, bottom, right and left planes all inter-
sect the origin, since that is usually the PRP. The plane equations for these planes are very
simple, n-a= 0. The near and far planes both have normal vectors along the Z axis.

Finding the plane equations for these planesis very simple. However, you don’t want to
carry out frustum culling in camera coordinates. If you do, then you must transform alot
of data from model and world coordinates in order to carry out the tests. It is better to
transform the frustum planes.

Now, remember that the plane equation really reads p-n = a-n, where p isapoint being
tested and a is a known point in the plane. To transform a plane equation to another coor-
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dinate system, all you haveto do isto rotate the normal vector n and transform the point a
according to the current world-to-camera transformation.

Given atransformation matrix M, create a matrix M, which only includes the rotation
components. Then we find the transformed frustum by

= M-a
ng= Ml'n

Thisis an example of an operation that obviously must be done by the CPU. In case you
thought that you don’t need vector operations, matrix multiplications and transformations
in your OpenGL program since OpenGL doesit for you, think again. OpenGL can do
much inits pipeline, but as soon as you need to do non-trivial things, you need anicelittle
vector/matrix package. Making that isnot hard, do it as an exercise. You can find plenty of
them on the web, but it is easier to roll your own.

Thetransformation above isdonefor al six frustum planes. (You can skip the near planeif
you like. It makes little difference.) Now, what should we do with those planes then?

13.4 Frustum culling

The most fundamental principle for visibility processing is, as hinted above, to exclude
geometry outside the frustum, and doing that with collective tests that take away large
parts of the geometry with few tests.

Inascenebased on agrid, likeaterrain, thisis particularly easy and straight-forward. Find
the intersection between the grid and the frustum. Thisis a simple polygon. (Figure 127)
You can then search the polygon with algorithms similar to polygon-fill or triangle-fill
algorithms.
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FIGURE 127. Frustum culling in agrid is particularly smple.
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To make it even easier, you can calculate the axis aligned bounding box of the frustum,
and search its contents by a straight for-loop. It will search up to =50% to many grid
spaces, but that is a cheap priceto pay for all that you cut away!

Testing the grid by the exact frustum will give us an exact culling, while the simplified
solution with the bounding box is a conservative algorithm.

Another important caseis frustum culling of objects and object hierarchies. A single poly-
hedramodel can consist of thousands of polygons. Thus, it isvery important to test objects
against the frustum using a bounding shape, preferably a sphere.

Thetest issimilar to the camera-plane test in the collision detection part. Given the bound-
ing sphere to an object, by its center c and radiusr, it is very easy to test whether it is
inside any of the frustum planes. Suppose the normal vector of the frustum plane points
into the frustum. Find a point on the sphere by moving along the normal vector of a plane,
p =c+ n-. Test if this point isinside or outside the plane by using the plane equation. If
thistest failsfor all of the frustum planes, the object does not intersect the frustum and can
be skipped.

Viewing
frustum

FIGURE 128. Sphere-frustum test used for bounding spheres of objects

This principle can be extended to object hierarchies, to optimize even further. The figure
below shows an example.
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FIGURE 129. Frustum culling of objects and object hierarchies.

Thiskind of hierarhy is known as a Bounding Volume Hierarchy (BVH). In thefigure, a
number of objects that are related to each other in some way (e.g. movable parts attached
to the same object, animals in the same herd, nearby plantsin aforest...) and likely to be
close have enclosing boxes that can be tested before the objects. This optimization may
help in complex scenes. However, the most important thing isto test the individual objects
themselves.

Unless the hierarchy istaken to extreme ends, frustum culling of objectsis conservative,
since some parts of the objects may be outside the frustum and still processed.

13.5 Frustum culling using BSP trees

BSP trees can be used for frustum culling, in away that is similar to how they are used for
visible surface detection. Consider a scene that is stored as a huge BSP tree. First, notice
that if any node in the tree defines a plane that does not intersect with the view frustum, all
polygons on one side are outside the viewing frustum, and you can discard them all by just
ignoring that branch!

This alone will take away much of the scene. Furthermore, even if planes do intersect the
viewing frustum, the combined planes above any node define a convex volume. This vol-
ume can be tested against the viewing frustum.
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Viewing
frustum

FIGURE 130. Clipping using a BSP tree

In the figure above, the top node (1) cuts the viewing frustum, so both sides must be
checked further. (2) and (3) do too, but (3) combined with (1) defines avolume that falls
outside, so we can skip (6) and all its sub-nodes. Likewise, (4) and (5) both are outside the
viewing frustum, so one side of their sub-trees can be skipped.

An common form of BSP tree for this and similar problemsis the kD-tree, where space is
always divided in axis-aligned planes. That makes calculations easier.

Thiswill efficiently eliminate all polygons outside the viewing frustum, but we may also
be able to, or even desperately need, to take away large number of polygonsthat are inside
the viewing frustum but will be hidden. For example, consider an indoors scene, a maze of
narrow passages. There may be many nearby passages within the viewing frustum, but
they will be totally obscured by walls.

There are severa methods to solve this, and | will mention two:

13.6 Portals

Portalsis an intuitive and efficient method to split the world into rooms. These rooms are
connected through “portals’, and only if the portal is visible, the neighbor room needs to
be considered for rendering. The old game Dark Forces uses 2D portals, while the some-
what newer Tomb Raider does the same thing in 3D.
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FIGURE 131. Example of Portals. Thethick “walls’ are portals, openingsinto the next room.

This approach is good, but has some drawbacks. It works best in indoor environments. In
outdoor environments, we may process sequences of portals to no effect, wasting perfor-
mance. This problem can be seen in some scenes in the Tomb Raider games, when played
on the old computers they were designed for.

A problem with portalsisthe design. Cells must be designed explicitly by the scene
designer. Portal polygons must be matched between different polyhedra, forming these
cells. Thismay call for special tools. There are also interesting advantages. If the portal
includes a transformation matrix, portals may implement mirrors, or even “magical” por-
tals that |eads to another place.

The implementation of portalsis very much a question of working with the frustum. Each
room (cell) uses different frustums. When aportal isfound to fall inside the frustum, anew
frustum must be cal cul ated, the intersection between the current one and the portal, so that
the next room is analyzed using this smaller frustum.

The optimal frustum needs an arbitrary number of sides, which can be hard to calculate. In
practice, the problem can be smplified by always using four sides, just like the initial frus-
tum. Calculate a bounding box of the portal in the viewing plane. This gives four new
sides. For each pair of sides (Ieft, right, top, bottom), use the innermost side.

Portalsis an exact method, as long as objects within the cells are not considered. It also
depends on cell design, so there are cases where it rather is conservative.

13.7 Potentially Visible Set

In Quake, they use PVS, Potentially Visible Set. The point hereisto pre-calculate, for each
subsection of the world, which polygons that can possibly be visible. The pre-calculation
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may take long time, but onceit is done you can look up the parts of the scene that you need
to process, and skip the rest.

The sceneis split into cellsusing aBSP tree (again!) For each cell, aPVSis calcul ated,
possibly for afew different locations within the cell in order to minimize errors.

A possible method for generate the PV Sis to use an image-space method. Then, for the
point being analyzed, the PRP of our virtual camerais placed in the point and the sceneis
rendered in all possible directions, to six images. Thus we get a cube of viewing planes
surrounding the point. The rendering is done without textures, shading, anti-aliasing etc.
Instead it is flat-shaded, with one unique color for each polygon in the scene. Z-buffering
should be activated, in order to get proper low-level VSD.

/
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By inspecting the colors appearing in the resulting images, we can find out what polygons
were in the image after rendering.

FIGURE 132. Image-space generation of PVS

This method is an approximate method. Its advantage over portalsisin the flexibility and
design. You don’t have to decide where the portals are placed, it is automatic.

13.8 Level of detail

In al of this chapter up to now, the big problem has been how to manage large worlds by
avoiding to process large sets of data when calculating visibility. The problem of limiting
the amount of datato process also existsin asmaller scale; a 3D model may be defined by
far too many polygons than are needed to render it in some specific situation.

When your graphics program simply can’t cope with pushing polygons through the pipe-
line fast enough, you should look into optimization methods. These include using display
lists and vertex buffer objects. That way, you may pre-upload geometry to the GPU and
speed things up quite a bit.
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But if your models are too many and with 1000 times more polygons than the resolution
needs (e.g when drawing aforest) this may not be enough. The next remedy islevel of
detail, to vary the detail level of models depending on the size in which they are drawn.

Level of detail [11] applieson all kinds of geometry. The general ideaisto keep the size of
polygons approximately constant in regard of the number of pixelsthey cover each. When
polygons are smaller than a pixel, they are clearly too many. On very large distance, level-
of-detail systems may choose to switch to billboards (see chapter 13.9) or systems of a
small number of impostors, in some cases even rendering several objects on asingle bill-
board. Thisis particularly true concerning rendering of forests and other vegetation.

We focus upon two specific problems: single objects (closed polyhedra) and terrains.

Level of detail for objects can be either pre-generated in severa detail levels, or progres-
sive. With pre-generated resolutions, the risk for noticeable “popping”, changesin the
geometry when changing resolution, is high. Using progressive meshes you try to avoid
this by making gradual changes depending on distance.

Reducing the detail of a mesh can be donein several different ways.

» Edgecollapsing

* Insertion of new vertices, remove neighbors

» Vertex removal

» Vertex removal with re-triangulation

Edge collapsing and vertex removal are quite similar, and the simplest methods. The other

two require re-triangulation. Re-triangulation is desirable since it avoids very elongated
triangles, but it is hard to combine with progressive level of detail.

FIGURE 133. Edge collapsing

In edge collapsing, a suitable edge is selected. The two vertices are removed and replaced
by one in between. Two triangles are removed. Note that all vertex attributes, light level,
texture coordinates etc., must be interpolated for the new vertex.
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FIGURE 134. Vertex removal

Vertex removal is quite similar, but only moves one of the two vertices onto the other. Asa
pre-generation method it is much simpler, since no re-calculation of vertex attributesis
needed. The drawback is, as showed in the figure, that triangles can get undesirable shapes
and neighbor triangles are unnecessarily different in size.

For progressive meshes, both are good and fairly simple.

The simplification will inevitably result in areduction in volume. Edge collapsing can
compensate for this, while vertex removal can not.

An important problem isto find suitable vertices/polygons to simplify. The selection must
be done according to some error metric, and the edge/vertex that can be removed with the
smallest error is the one to remove. A simple error measure could be to measure the
euclidean distance between avertex and the closest point in the surface that results without
it. Thisis ageometric error measure. Other measures may be the area of the polygons
being removed, or the screen-space error, in the case when the most likely viewing angleis
known.

At run-time, the level of detail should obviously be selected with regard to the distance to
the camera, so that the polygons size is roughly the same at all times, but it may also be
tuned to the performance, reducing the detail when too many objects are in view, or when
running on low performance hardware.

13.9 Billboardsand impostors

Billboarding islevel-of-detail taken to its extreme, where the model isreplaced by asingle
polygon, typically textured with transparency. As mentioned above, this can be the
extreme end of alevel-of-detail system, for the most distant objects. For low-polygon situ-
ations (older games, platformswith low performance, small objects or low-budget produc-
tions) objects may be replaced by billboards altogether. Thisis particularly true for
particle systems.

13.9.1 Billboards

A billboard is, in computer graphics, a polygon that always faces the camera, typically
with atexture on it, almost certain to have transparency so that it shows a picture of some-
thing that is much more complex than the polygon. Thisis the smplest case of using sim-
plified geometry that replaces complex geometry.
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FIGURE 135. A billboard (Ieft) isa single polygon alwaysfacing the viewer. Two or three polygons,
with no rotation to facethe viewer (right) gives higher realism

The particular case with a single polygon corresponds exactly to the so-called “ sprites”
that were used in al early 3D games like Wolfenstein 3D, Doom, Dark Forces and Mara-
thon. The computers had no chance to animate an entire body, so instead a pre-generated
image was slapped onto the screen. The hardest problems the graphics engine had to sup-
port was proper visible surface detection (so walls overlapped the sprite appropriately) and
scaling of the sprite. Animation was achieved by changing the image/texture used. So a
storm trooper in Dark Forces supported 4 directions with a few frames for each, one for
standing still and two or three for walking, plus afew frames for attacking. One of the
most embarrassing defects was that bodies on the floor generally only got a single frame,
which made them seem to rotate when the player rotated.

Old news? Who cares about Doom-style sprites?You should, it isfar from gone. It hasjust
moved to other problems. Entire characters are made from meshes today (at least when
close), but many other objects are best done with billboards or impostors. If you want to
draw clouds, or a nice explosion, or aforest, then billboards are marvellous tools.

13.9.2 Implementing billboards

There are afew different variants of billboards, depending on how they face the camera.
» Facethe camerain full 3D
* Rotate towards the cameraaround the Y axis (axial billboard)

» Facethe viewing plane, make the billboard orthogonal to the Z axis (view plane ori-
ented)

e The combination of the latter two, aview plane oriented axial billboard
See the figure below. The viewpoint oriented billboards are really facing the viewer. On

the other hand, view plane oriented billboards are al in the same plane, which has advan-
tages, especialy when sorting. See chapter 13.9.3.
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FIGURE 136. View plane (left) and viewpoint (right) oriented billboards.

We first make an important assumption: We assume that the billboard is defined as a poly-
goninthe XY plane, so its surface normal is paralel to the Z axis. It will also be pointing
in positive Z, that is reverse to the (default) viewing direction.

You may think that figuring out how to rotate the objects to face the camerawould be a
complicated problem. It is not necessarily so. The smplest method is to have the bill-
boards face not the camera but the viewing plane, so that al billboards are parallel to each
other aswell asto the viewing plane. If the billboards face the viewing plane, they are
view plane oriented. Thisisasimplification that is very effective.

Consider the transformation chain. You make one transformation from model coordinates
to world coordinates, and one from world to view. The camera has some orientation, the
objects have others, and these rotations are multiplied together. Given the position of an
object and the camera, you can find a rotation transform that makes the object “look at”
the camera. Thisis essentially the same problem as with viewing, similar to the “look at”
function for the camera.

But the problem actually is much simpler. After all transformations are done, the resulting
matrix contains arotation and a tranglation:

Uy Uy Uy t,

ROT = |Yx Yy
n,n,n,t,

0 0 0 1

v, t,

Note that the vector direction (u, v, n) in the matrix depends on what we are doing. The
horizontal vectorsin the rotation part are the new axes expressed in the old system. The
vertical vectors are the old axes expressed in the new system. Since you usually want to
think in world coordinates, the direction is different when working with camera direction
and object direction.

But you only want the tranglation part. Originally, you translated the object to aplacein
the world, and it was rotated and translated until it reached view coordinates. All you want
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to do now isto reset the rotation and keep the trandlation. And you can do that by writing
an identity matrix into the rotation part of the matrix!

100t
010t
001t,
000 1

What you have now isabillboard that was view plane oriented from the start, and since we
do not rotateit at al, only trandate it, it is still view plane oriented!

The axial billboard, one that rotates around the Y axis, is most suitable to objects that are
more or less rotation symmetric, like trees. If you want an axial billboard, then you can
find the rotation by avector. As before, you can choose to make the billboard face the cam-
eraor aignit with the viewing plane. For the former case, form avector from the object to
the camera, zero itsY component, and normalize it. Do the same with the normal vector of
the billboard. By dot and cross products you can find cos and sin and build a rotation
matrix. If the billboard is aligned with the Z axis (which it should, as mentioned above)
then the cos and sin are simply the X and Z components of the vector.

Let us make an example by afigure. The billboard is, again, in the XY plane with the nor-
mal vector in positive Z. Now we want the camerato be placed along the X axis. How can
we make the billboard “look at” the camera (or rather, its projection onto the XZ plane)?

T e

FIGURE 137. Axial billboard example, before rotation (middle) and after (right): Thebillboard is
defined with its normal vector n looking along Z, viewer in thed direction.

The vector n isthe normal vector. Now, form the vector d, a unit vector directed towards
the camera. These two vectors form the angle ¢, around which we want to rotate.

How do we know if we are rotating in the right direction? It is very easy to confuse direc-
tions, to mess up the order of the axes (and | will not be surprised if | make afew errorsin
this book) but the rules are not really that hard. What comesfist, X or Z? Z, of course.
“Wait”, | hear you say, “X isfirst and Z islast”. Yes, but that makes Z the axis immediate
before X, since it is awrap-around system. Thus, the sin and cos you are used to do in X
and Y will work the same for Z and X! (But don’t take my word for it, by all means dou-
ble-check my conclusions.)

So let us calculate sin and cos for the angle!
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(where just invented a shortcut for extracting theY component of a vector) and we can
insert that into the rotation matrix for rotation around Y'!

Sincenisaways (0, O, 1), the dot and vector products degrade to simply grabbing the X
and Z components of d!

Doing thisfor view plane oriented billboards (but only rotating aroundY) is as easy. Then
you don’t form a vector towards the camera, but take the camera direction instead.

A third method isto set the X and Z vectors, and then make the matrix orthonormal with-
out changing theY component. But doesn’t that seem like a detour?

Thereis one case that | have not discussed, and that isthe full 3D billboard, which is nei-
ther view plane aligned or axia billboard. It is the most complex case, but the solution is
similar to the look-at routine in chapter 6.4.

Consider the case in the figure above. The vector d is a normalized forward vector. (Don't
be confused by it pointing along X in the figure, that is before rotation) The vector n can
be used as preliminary side vector, and we will create the up vector by a cross product.

We get atransformation like this:

_n'x u, dy 0
R= |yl dyO
n',u,d,0

0001

Wait a minute, why did we get column vectors? In chapter 6, we got horizontal vectors!
That is because in this case, we express the vectors in world coordinates, which meansthat
the rotation is describing the model coordinate axisin world coordinates, so the old coor-
dinate system is expressed in the new one.
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13.9.3 Billboards and transparency

A very important detail when working with billboardsisto take transparency into account.
Billboards are amost always implemented with transparent textures. The problem of han-
dling transparency often includes depth-sorting (see the VSD section, page 157). In that
case, the view plane oriented approach will simplify even this step, since all billboards
will be parallel. Thus, making the billboards parallel to the view plane rather than strictly
facing the viewer is not to be considered a cheap shortcut, but rather a desirable method.

13.9.4 World oriented billboard

There are cases where billboards are put into games without any rotation, aworld oriented
billboard. This typically happens when the user is only expected to see the objects from
one direction. The terra-cotta warriorsin Tomb Raider 2 is an example. The front row of
warriors are full meshes, but the ones in the back are billboards. You are not supposed to
be able to get in behind the first row, but this turns out to be possible (with some skill and
patience) and then you see that the warriors are not only flat, but also invisible from the
back-side.

J@@@@L
Player walks here
\‘©©©©|—

©p

0

FIGURE 138. Schematic map over half of the terra-cottawarrior scenein Tomb Raider 2 (drawn
from memory).

Too cheap solution, or smart? Since players could see the scene from the wrong side, it
seemsit was a bit too cheap. Otherwise, it is aways smart to ssmplify when there is any
need at al. If they had realized that you could get past the first row, they would certainly
have used the better multi-face billboards.

13.9.5 Multi-face billboards

A variant of billboardsisthe case where you use anot one but a small number of polygons
to replace many. A billboard of atreeisfine aslong asyou run around on the ground some
distance from it, but if you fly over it with an aircraft, and look down, then the tress will
either lay down under you (if they are strictly facing the camera) or turn flat (for axial bill-
boards), which is obviously unacceptable. A solution isto leave the camera-facing
approach and make atree out of afew polygons, which is not affected by the camera
placement at all. It can look pretty good from all directions, given good textures.

Large worlds 173



A tree can thus be built from three flat surface, which may be broken down to several poly-
gonsin order to handle the drawing order properly.

\/

| — T~

FIGURE 139. A multi-face billboard, with polygonsin two or three different planes, does not need
any rotation.

There are many examples where you find this kind of objects. For example, the Tomb
Raider games use them for many small objects. Look closely at the tea that the servant
servesyou in Lara's home. If you look from above, the cups turn into crosses. That is
because they don’t include any horizontal polygon (in the XZ plane).

13.9.6 Impostors

An interesting variant of billboards is the impostor. That is abillboard, for which the tex-
ture is generated on-line, possibly for every frame. This sounds wasteful until you con-
sider the case where you render to texture once but can reuse the result for many objects.

Thereis much to win with this approach. When developing, you probably have the full 3D
model anyway, but by rendering it to texture on-line, you can save the administrative work
of storing it in the static game data. You can also dynamically adapt the views as needed,
while you trash views that are not needed any more.

Note that you can not only render to single-polygon impostors, but also render to multi-
polygon billboards, thereby generating impostors that will look good from many views
without changes, as long as the distance is big.

However, since rendering to texture is a matter for volume 2, | will drop this subject for
NOW.

13.9.7 Particle systems

A particularly important case where billboards should be used is when making particle
systems. In a particle system, the particles are typically so small that there is no reason to
consider polyhedra models for them. Particle systems as such are treated in section 14.7 at
page 186.
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13.10 Level of detail for terrains. geomipmapping

A similar subject isto render terrains with varying level of detail. Thisis sometimes called
geometrical mip-mapping or geomipmapping [18]. Unlike the objects discussed above, a
terrain exists close and far from the camera at the same time, so different parts of the ter-

rain needs to be rendered with different detail.

In geomipmapping, arectangular grid (heightmap) is provided at full resolution. From
that, aresolution pyramid is generated, and at any distance, a suitable resolution is used.
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FIGURE 140. A terrain grid at two different resolutions

Thiswould be ssimple enough if it wasn't for the areas where two areas with different reso-
lution meet, and that when the camera moves, some parts will have to be rendered with a
different resolution than the previous frame. Thiswill cause two errors. Cracks and pop-

ping.

Popping can only be eliminated by a progressive, gradual change near edges, which is
sometimes referred to as geomorphing. Cracks must be solved by modifying the geometry
near edges.
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FIGURE 141. A possible way to patch the edge between areas of different resolution

,\E/,

The image above also hints asimple, recursive algorithm for geomipmapping. Each
square with nine heightmap samplesis one cell, which isgenerated at a specific resolution.
For each side (with two triangles), if the cell can have alower resolution neighbor at that
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side, that neighbor istested, and if the resolution indeed is different, the two triangles are
merged to one by skipping the middle edge vertex.

Let usgo abit deeper into this algorithm. Let me stress that thisis not acompl ete, optimal
geomipmapping algorithm, but a simplified one that still works pretty well. It starts at the
top level, with asingle patch, one single square built from 3x3 vertices. It calculates a
measure based on the size and geometry of the square, and the distance to the camerafrom
either the center or the closest corner.

This measure is compared to some limit. If the test succeeds, then the patch is small
enough, far enough from the camera, and is drawn. If it fails, then the algorithm is called
recursively for the four sub-patches formed by each corner, including data of higher reso-
lution.

When a patch is to be drawn, each of its four sides (two triangles each) must be tested
against the neighbors. Two of the sides have neighbors that are guaranteed to be at the
same level or higher, since they are part of the same super-patch from the previous level.
The other two sides, however, must be tested against neighbor super-patches. If these
neighbors are drawn at the coarser level, the edge fix from above must be applied. see the
figure below.
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FIGURE 142. When the shaded squareisdrawn, the algorithm must test the two closest neighbor s
of its parent square (gray frame)

The algorithm gets more complicated if we want to filter the height map between the lev-
els. Without filtering, you get a sampling of the heightmap, which leadsto aliasing. In this
case, aliasing will cause extreme peaks to vary in a noticeable way. Then the vertices must
be taken from the appropriate level, which means that the test above not only decides on
whether to draw one or two triangles at the edge, but the finer level must take any vertices
on the edge from the coarser level. In the figure above, the three vertices at the right side of
the framed sguare are taken from the coarse level, while the vertices |eft of them are from
the finer level.

I deally, geomipmapping should decide resolution from screen-space errors, but in practice
that may not be the ssmplest solution. For our simple algorithm, a possible way to approx-
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imate screen-space errors is to measure the height difference between the vertices pro-
jected into the cameradirection. If the variation islarge, asubdivision is needed, and if it
issmall, itislikely to be less needed.

In geomipmapping, asin any time-critical problem, everything that can be precomputed
should be. The geometry should be downsampled beforehand. Error measures can be pre-
computed, or partially pre-computed. Some calculations for progressive level-of-detail
(geomorphing) may be pre-computed, e.g. pre-computing a few discrete morphing steps.
Finally, it is advisable to work with square distances when possible, to avoid square root
calculation when possible.

L et me end this section by saying that the level-of-detail problem isacomplex and very
important subject, important enough to justify entire books on it alone. In the last years, it
has moved from research field to an integral part of the computer graphicsindustry.

13.11 Hierarchical modeling

During most of the course, it may have seemed that a 3D program should be written with a
lot of hard-coded geometry callsin the display function. Let me stressthat | claim nothing
of thekind. Inthis section, | will explore the problem of finding formal, systematical ways
to describe a scene, and thereby finding a standard form for a 3D program.

Some objects are naturally described as hierarchies:

e Windmills

* Bicycles

* Humanoids

Their spatial relationship is described by transformations. In our labs, we have an assign-

ment including awindmill. The top-level code may have |looked something like in
Figure 143.

m = (gl obal pl acenent)
Dr awBody() ;

m= m*Transl ate(.);

m= m*Rotate(0,0,1, angle);
DrawW ngs() ; >
m= m* Rotate(0,0,1, 90);

DrawWngs() ;

FIGURE 143. L ab-style windmill, code and simplified result

This object, with both shapes and transformations, can be represented as a graph, like this:
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FIGURE 144. Hierarchical representation of the windmill

A more interesting example may be to model a human body:

3

I

Upper
arm Upper Upper | | Upper

7 arm leg leg
Lower X
arm

Head

Lower Lower Lower
arm leg leg

FIGURE 145. Hierarchical representation of a human body

This, however, is an example that really only is good for animating robots, not humans.
The human body is not built from rigid bodies alone, so a serious body animation must use
other methods (namely skin& bones).

13.12 3D object data representation

When viewing models like this, it becomes more and more evident that 3D objects should
not be built from hard-coded calls, like DrawWings() above, but from a data structure from
which we can handle any kind of 3D object. Such adata structure may look something like
this:
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struct @ aphicsEntity

{
Poi nt 3D posi tion;
Rot ati on3D rot ati on;
Mesh3D nesh;

G aphi cseEntity *chil d;
G aphi csEntity *next;
}

Note that this structure includes not only arbitrary 3D and arbitrary transformations, but
also pointersto other objects, which may be children of this node (child) or children of the
same parent as the current node (next).

We don’'t only build objects hierarchically. With a structure like the one above, it aso
becomes natural to represent the scene dynamically, so each object is linked to a part of
the scene, and these links can change as the scenery changes. For example, when a person
isin aroom, the room object has a pointer to the person object. There may be a house
object with pointers to each room, and aworld outside that has alist of pointers to houses
and other objects in the world. When the human leaves the room, and the house, and gets
into a car, the car will point to the human, and if the human drives the car through awin-
dow into the house, the house-room structure is updated to point to the car.

World
Room A
O House
\ Room
Car

Human

FIGURE 146. A world represented by links between data structures (obj ects)

Thisis an example where we see that a hierarchical representation of a scene seemsfairly
reasonable, and that leads us to the final and main point of this chapter:

13.13 Thescenegraph

The scene graph is a concept used to standardize this kind of hierarchical structuresto a
method to represent the entire scene. The scene graph describes the entire scene with one
singletree. To do this, it may contain not only shape and transformation nodes, but several
other kinds of nodes.
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The following figureis an example of a Java 3D scene graph. Asyou can see, many of the
concepts that we have dealt with in the course can be identified in the scene graph.

Z Camera

transformation and
projection

/ Z-buffer
Double buffer

@ V?L synch
WH s

Model-to-world
transformations

Shading, texture, A )
backface culling
T e (G

FIGURE 147. A Java3D scene graph.

A scene graph can solve even more problems than illustrated above, by introducing new
kinds of nodes. Additional kinds of nodes may include:

* Bounding shape nodes. Used for frustum culling
» Level-of-detail nodes. Select one branch depending on distance

There are several scene graph systems available, including Java3D, VRML, Open Scene
Graph and Vega Prime. For many problems, the scene graph can be a useful model.

13.14 Discussion on scene graphs and other waysto structure a scene

Given the scene graph as amodel for how to handle the world as agraph, as atree, by all
means use it. Just one thing: Just because you have a hammer, don’t view the whole world
as made from nails. There are many scenes that fit this model nicely, but at least as many
that do not. Use what solvesthe problem best, don’t reduce yourself to mechanically doing
things “the” way - no matter what it is.
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14. Animation

Animation iswhat you get when you present a sequence of still images and flip between
them fast enough to make the viewer perceive motion. In computer graphics, animation is
amatter of two things: Presenting the sequence of images, and moving objectsin the scene
inaway that will produce the desired sequence of images.

An important part of this subject is how to detect and handle collisions between moving
objects, between moving and still objects, and between the camera and other objects.
These subjects are covered in the later parts of this chapter.

14.1 Double buffering

In most real-time animations, you use double buffering. Double buffering means that at
least two image buffers as large as the output area (e.g. the screen) exist. One of theseis
displayed on the screen while the other is being drawn, to be shown as the next frame.

These two buffers may both bein VRAM, in the video memory on the video board, so that
you can flip between them just by setting a pointer in the video board (page flipping).
Another option isto have one buffer on-screen, and the other off-screen (may beinVRAM
or standard RAM), and copy (blit) from the off-screen buffer to the on-screen buffer when
you want to display the next frame. Thisis slower but perfectly possible.

We can safely assume that any modern system (including portable ones) have VRAM
enough for two full-screen images. The ability to switch between buffersisless obvious,
and note that you often want animations on parts of the screen, not the whole screen.

The case where you have one buffer on-screen and one or more off-screen is sometimes
caled “single-buffered”. What that means is that we have a single buffer in VRAM. To
me, double-buffering iswhat eliminates flicker, no matter where the extra buffer is stored.
Be aware of the possible confusion.

No matter what case you have, the output image should be changed at the appropriate
moment. When you use old-fashioned cathode ray tubes (CRT), you have an update beam
moving from top to bottom. You should change the output image at the time when the
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update is at the bottom of the screen. This can be done using “VBL synch”, the vertical
blanking synchronization interrupt, an interrupt sent to the processor when the update
beam moves back to the top.

VRAM VRAM any RAM
Buffer 1 |Buffer 2 Buffer 1 | <¢——— |Buffer 2
Copy
Choose buffer Fixed output image buffer
Animation with double Animation with only one
buffers on the video buffer on the video board
board

FIGURE 148. Two different cases of double buffering

If VBL synching is not used, artifacts known as tearing will occur. When the update beam
passes over a moving object at the time when the buffers are switched, the upper part of
the object will be displayed in the old position, and the lower part in the new position.

@ /) update
\_/

> >

FIGURE 149. Tearing

14.2 Double buffering in OpenGL

OpenGL does not support double buffering in the core (GL) library, but the system depen-
dent libraries do, including GLUT and SDL. Setting up double buffering in GLUT isvery
easy (aswith most other ssimilar APIs). When allocating the display modein GLUT, you
can specify that a double buffer should be allocated. That is done by adding the constant
GLUT_DOUBLE to glutlnitDisplayMode. Thus, the call may look as

glutlnitD spl ayMbde(QUT_RGBA | G.UT_DEPTH | G.UT_DAUBLE);
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Thisline will allocate a color buffer with apha channel, a Z-buffer and double buffers.

When aframe has been drawn, instead of calling glFlush() to make sure everything is
drawn, you call glutSwapBuffers().

If you use other packages than GLUT, there are other calls for both allocation and swap-
ping buffers, but it will be highly similar.

14.3 2D animation: blittersand sprites

2D animations are often built using separate, often fairly small objects over some back-
ground that is usually static or scrolling. These moving objects are called sprites. In the
past, animation using sprites, sprite animation, was an important and not trivial problem,
which was used in most 2D games. A central component in such a system was the blitter.

The term blitter comes from the acronym BLT, which stands for block transfer. What the
operation BLT, the blitter, doesisto move ablock of pixels, typically arectangular area of
an image, from one place to another. This may seem trivial, but it is not. There are many
features that a blitter needs, including scaling, clipping at edges, overlapping source and
destination, masking, blending... A full-fledged software blitter was a hard task to write.

Nowadays, however, the GPUs do the work for us and we have al the blitting capability
we can ever dream of, complete with all features. OpenGL has some pure blitter calls
(glDrawPixels/gIBitmap) but in general you should use textures, since they are guaranteed
to have priority and thereby have high performance.

Another important option for 2D animation is high-level authoring tools like Director and
Flash. On-line Flash games have almost entirely taken over the market for smpler 2D
games, more recently challenged by WebGL.

14.4 Pseudo-3D effectsin 2D animation

Evenin 2D, you have some ways to incorporate certain 3D-like effects. Even if we are not
working with afull 3D model, these effects can be quite good. Although full 3D isno
problem today, pseudo-3D can be useful on certain platforms (e.g. when using multimedia
tools unsuited for 3D) or simply because full 3D isn’t appropriate for the animation
wanted. Each of these methods use different depth cues.

14.4.1 Scale

When using scaled sprites, drawing sprites with a stretching blitter, the goal is usually to
display the spritesin different distance. The background should preferably also have
appropriate perspective, to support the 3D effect. A classic exampleisthe old arcade game
Zaxxon, but the technique isin frequent use ever since.
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FIGURE 150. Scaled sprites give depth information

14.4.2 Parallax scroll

Another option is parallax scroll, where different parts of the animation move (usually
sideways) in different speeds depending on the distance. You can use grass and bushes
near the “camera’, and mountains in the background. The most classic exampleis proba-
bly Moon Patrol. This effect is not as frequently used in games as scaled sprites, but you
will often find it in movies.

Mountains scroll slowly
-

>
Frontobjects scroll fast
FIGURE 151. In parallax scrolling, the movement gives very strong depth cues

14.4.3 Shadows

The shadow of an object is avery important depth cue, both for pseudo-3D aswell asfull
3D. Thefull 3D case is amatter for volume 2 and we will return to them there. In 2D,
however, ssimple shadows are not too hard to add. Even without scaling, we get a strong
impression of depth, as shown in the figure below.
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FIGURE 152. Shadows give much 3D information

With these pseudo-3D effects, we get as close to 3D that we can without actually using
3D. But let us now go back to the full 3D world.

14.5 Modeling movement

Above, we touched upon the question of how objects should move in animation. Thisis
obviously the central point in animation, moving things around, and this section is about
how we can decide how to move the objects in a scene.

There are several options:

* Procedural animation

» Physics-based animation

* Pre-programmed animation paths

Procedural animation is what you get when you write a program that calculates how the
objects should move. In the simplest case, a procedural animation can simply drive atime-
depending rotation transformation like one that makes a moon rotate around a planet.

Physics-based animation is really akind of procedural animation, but where the paths are
decided from formulae that to some extent follow the laws of physics. Such animations
include things like bouncing balls. An important aspect of physics-based animation is that
it can be given the capability to interact properly with unexpected events, such as player
movement. Physics-based animation with a decent system for collision detection and han-
dling will solve many problems, but making one that istruly reliable is an even bigger
problem.

The third option that | want to mention is pre-programmed paths. If you want an object
that flies or drives along a predefined track, but that track istoo complex to make a proce-
dural animation, then a path defined by a splineisagood idea. | would particularly sug-
gest Catmull-Rom splines, where you can place arange of pointsinto the scene, and the
generated path will pass though all of them in the order you desire. If you take even steps
on the controlling parameter (we used u in the blending functions in chapter 8), then the
animation speed will be nice and continuous, and you can control the speed by varying the
distance between the control points.
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14.6 Character animation

Animating human bodies, as well as human faces, are hard problems. They are hard since
we are so teriffic at spotting any difference from reality. These topics include key-frame
animation, forward and inverse kinematics, skinning, face animation parameters etc. We
will go deeper into these topicsin Volume 2, especially on skinning.

14.7 Particle systems

Particle systems have been mentioned (section 13.9.7 at page 174) as atypical application
for billboards. That is, billboards are often use to draw the particlesin a particle system.
An equally important problem is how to move the particles.

A particle system is an entity in a graphics system where afairly large amount of point-
shaped objects, particles, are handled. Typically, the particles have similar behavior. Quite
often, only the initial values (position and speed) vary.

A particle can be represented by a small data structure with fields for position and speed.
Fields for acceleration, mass, physical size (radius) and look etc may also be included.

On these particles, the simplest laws of physics are applied:
acceleration = gravity + forcesymass
speed = speed + accel eration-At
position = position + speed-At

In many cases, gravity isthe only force that applies, in which case the particle will move
in atypical missile trgjectory parabola.

If these equations are simply updated once for every frame (preferably with some factors
for the time step) you get Euler integration of the speed and position. Thisisacrude
approximation of the true integral, but usually quite sufficient for particle systems.

Thelife-span for a particle can be very short. If the particle system simulates afountain (a
very good application for particle systems) the particle is only interesting until it hits the
ground or water surface.

Particle systems may or may not support collision detection between particles. See the col-
lision detection and handling sections below.

14.8 Collision detection

One of the most vital problemsin animation is collision detection. Collision detectionisa
vital part of most real-time 3D applications, and useful even in off-line graphics.
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Several years ago | predicted that collision detection would be the area where we would

see the next major break-throughs. Today, physics engines (where collision detection is a

very big part) are big products that get much attention, GPUs are used to accel erate them,

and for awhile there were dedicated physics accel eration boards.

Collision detection and handling include several problems:

» Detecting a momentary collision, at a specific point in time, discrete time

» Detecting collisions that occur between frames, in continuous time

» Separating objects so that they don’t overlap

» Changing velocities as response to the collision

» Applying appropriate forces to create aresponse that is strictly physically based

« Applying forces from hard and soft constraints

» Calculating the exact time of collision and apply forces at that time rather than at con-
stant time steps

I could make thelist alot longer by breaking down the subject into smaller parts. In this
chapter, |1 will only deal with the most important concepts and relatively simple practical
solutions, avoiding the later parts of thelist. In part 2, we will return to these problems
with more elaborate methods. For a deeper analysis of the subject, see [7].

14.9 Collision detection based on the Separating Axis Theorem (SAT)

A particularly simple and straight-forward collision detection scheme can be designed
based on the famous Separating Axis Theorem (SAT). Like most collision detection algo-
rithms, it is limied to convex shapes only. It is usable for both 2D and 3D collision detec-
tion. The theorem states that

Two convex objects do not overlap if and only if there exists a line (called axis) onto which
the two objects projections do not overlap.

The projection of an object onto such an axisis done by the dot product. If you take the
dot product of al verticesin apolyhedron and a vector, the projection is the range of val-
ues resulting from the operation.

FIGURE 153. Two shapes projected onto an axis (top)
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Thisrealy means that for every pair of convex objects, if they don't overlap, there exists a
separating plane, a plane that can fit between them. But thisis not quite enough. In most
cases (all except the case where two objects are in contact face-to-face) there exists an infi-
nite number of planes. A theorem that implies that we need to search an infinite number of
planes for one that separates the objectsis not helpful.

However, for polyhedra models we can limit ourself to alimited number of planes; the
faces of each model! Each face defines a plane, and its normal is a possible separating
axis. Furthermore, we don't have to test for overlapping intervals, we just haveto test in
one direction for each plane. Thus, if you find any face in any of the models, for which all
vertices of the other are on the outside, you can stop. If all such testsfail, the conclusion is
that you have acollision.

You must test both ways between the two shapes. For two shapesA and B, you need to test
the faces of A against verticesin B, and faces of B against verticesin A. You can't just take
all sides of one model and test for the other. As you can see in Figure 154, there are cases
when such an approach fails.

-

A

FIGURE 154. A situation where no planein one object (B) is usable as separ ating plane

Here follows the collision testing agorithm:

for all faces in A
let a be a vertex in A
hit = fal se
for all vertices binB
diff =ne a-n-e<>b
if diff >0 then
hit = true
if not hit then (we found a separating pl ane)
return fal se

for all faces in B
(sane algorithmwi th A and B reversed)

return true (no separating plane was found)

Thus, we test with the dot product whether avertex ison the“inside” side or the “ outside”
side. We do not need to test for both ends of the projection. Such atest would not only
reguire more comparisons, but we would also need to, for each plane, find the extreme end
of the same model, atotally unnecessary work.
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Any time we get through the test of an object without finding a single vertex on the
“inside”’, we have found a separating plane and we are donel!

Note that the method is computationally heavy for complex models. It is not an optimized
method. There are, however, simple approaches to speed it up. First, the broad phase-nar-
row phase approach (section 14.11) fits perfectly, eliminating many simple casesin a
broad phase. Another method is based on the fact that most objects move slowly, so colli-
sion detection between them is usually done in positions close to where it was performed
the previous time. Thus, if you can remember a separating plane from one frame to
another, you can start with that plane next time, and it will most likely be the right planeto
test again.

14.10 Camera-polygon collisions

If your animation isin first person 3D perspective, you can use camera-to-polygon colli-
sion detection. Thisis amuch simpler case than checking objects built from polygons
against each other. It is similar to the SAT-based approach in section 14.9 but with asim-
plification: The shape of the camera.

Even though your cameraisn’t visible in the animation, it must have a size and shape. A
point-sized camerawould go al the way up to walls, with unpleasant results. You simply
want to stop some distance from awall, not with the nose pressed against it! A sphere-
shaped camerais practical.

The radius of the sphere should be close to, but not less than the distance to the near Z
clipping plane. Otherwise, the nose-against-the-wall situation may result in clipping that
removes the wall you stand against!

Detecting collisions between the cameraand spheresistrivial, and many objects should be
nicely represented by spheres, at |east for camera collisions. A somewhat more interesting
case isto detect collisions between the camera and polyhedra. In particular, large polyhe-
dra, like walls and large furniture, can not be represented by spheres.

So consider a sphere, the camerawith a center ¢ and radius r. We want to test whether it
collides with a mesh. We do that one polygon at atime.

First we can test whether the sphereis close to the plane that the polygon defines. With the
surface normal n and a polygon vertex a, thisisaquick test:

ne(c+rn)>nea
which simplifiesto
r>nea-nec

If thistest indicates a distance larger than r, or, for that matter, if the sphere is on the back-
side, we are done with this particular polygon with no hit. If it isahit, we calculate the
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point wheretheline c + p-n intersects the plane and check whether it isinside the polygon,
as described in chapter 4.

If itisin the polygon, then we have a collision and we are done. However, thereis still one
case of uncertainty: The camera can be close to a corner or edge but its center can be out-
side the polygon! So we have two cases to consider: Corners and edges.

It is possible to make exact checks for both corners and edges. However, if we accept
approximations, this problem turns out to be much easier, to the extent that we can skip the
polygon intersection test above!

We simply check each plane, and any time we detect that the sphere is outside one plane,
we stop the test. If there is no plane that the sphere is outside, we conclude that thereis a
collision. This gives a useable approximation for many cases. See the following figure.

ﬂﬁ\@ jQ

FIGURE 155. Sphere-corner test using planesonly. Left: Correct hit. Middle: False hit. Right:
Correct miss.

Asit turnsout, only sharp cornerswill cause any significant errors. For the 90° case above,
the false hits are very close to the corner/edge and may not be offensive.

Note that we will still have to pick the best plane to use for collision handling, based on
the speed and position of the camera. If you pick an arbitrary plane, the result may not
work as expected.

14.11 Simplifying polyhedra-polyhedra collisions

When working with collisions between polyhedra, the computational complexity easily
explodes. Many applications simplify the collision detection to only check for collisions
between bounding spheres of the objects, which has the same drawbacks as the unwanted
collisions between 2D sprites, as outlined above.

14.11.1 Broad phase-narrow phase

For detailed collision detection, the complexity is much higher. A common optimization is
to divide the check into two phases. Thefirst isthe broad phase, where fast checks are
made between crude approximations of the objects. Only when a hit is detected in the
broad phase, the second phase, the narrow phase, is entered. There, an exact check is per-
formed.
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According to Watt [30], this phase aso includes checks based on global organization of
the scene (chapter 13). | would rather consider this athree-phase method, split into the fol-
lowing phases:

* Global phase (scene subdivision)
» Broad phase (enclosing simplified shapes)
* Narrow phase (detailed polygon-level test)

It should be mentioned that the literature disagrees on the meaning of the term “broad
phase” and “narrow phase”. Here, we use the meanings defined by Watt [30]. Others, like
Ericsson [7], use the term “broad phase” for the global organization of large scenes
(chapter ), and “narrow phase” for the simple bounding shapes. Whatever we call the
phases, there are really three phases, one global phase, one simplified bounding shape
phase, and one detailed phase. Watt merges the first two into one, Ericsson merges the last
two, but they are better viewed as three.

This section is mainly concerned with the broad phase. The narrow phase mey be solved
as described in section 14.9, and we will return to the global phasein section .

14.11.2 Thebroad phase

In the broad phase, arelatively simple bounding shape is used for making a quick, crude
test. It is common to use bounding spheres or axis-aligned bounding boxes (AABB). An
AABB isasix-sided box where al sides are aligned with one of the axes. That makes the
collision text between two AABB’s asimple task, just six comparisons.

An alternative method is to use OBB’s, oriented bounding boxes. An OBB does not have
to be aligned with any axes, but should be placed for the best possible fit with the object.
Thiswill lead to much fewer false hits, and thereby fewer cases where we unnecessarily
go into the narrow phase.

FIGURE 156. The three basic shapesfor collision detection: sphere, AABB and OBB

There are even more elaborate methods for the broad phase, where closer approximations
to the object isused, for ahigher cost in the broad phase but subsequently lower cost inthe
narrow phase. We will return to them shortly.
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Which method to choose is not self-evident. It depends on the application, on the shapes
used. The effectiveness of two-phase methods can be measured with this formula:

T=N,C, +NC,
T isthe total computation cost, the time to compute collision detection.

N, isthe number of bounding volume pair tests
C, isthe cost for a bounding volume pair test
Np is the number primitive pair tests

Cp isthe cost for aprimitive pair test

Ny and C,, are given by the application, by the number of objects and the detail of each
object. They do affect performance, but also the quality of the result.

The broad phase method should be selected to balance C, and Nj,. A simple test will lower
C,, but raise N, as the number of false hits raise. A more detailed broad phase test will
reduce Ny, but raise C,.

Consequently, an animation with few but detailed objects should use a detailed broad
phase algorithm, but an animation with many simple objects should use a simple broad
phase algorithm. Only after such balancing has been taken into account should we reduce
number of objects or object detail.

Apart from spheres, AABBs and OBBs, the broad phase may also utilize other shapes.
These include:

» Capsules

» Convex hull

» kDOPs

* A combination of multiple shapes

The capsule is a popular shape in the game industry. A capsule is the combination of two

spheres and a cylinder. Although the shape isrelatively complex, the fit to many modelsis
alot better, and the storage requirements are modest.

O D

FIGURE 157. A capsuleisbuilt from two spheres and a cylinder

The convex hull of ashapeisthe minimal convex shape that encloses the shape. Since col-
lision detection is generally based on convex shapes, thisis afairly obvious shape to use.
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However, the complexity of the convex hull is highly dependent of the enclosed shape,
and therefore the convex hull tends to be too complex for the broad phase. It may, how-
ever, be agood solution for the narrow phase.

Another option for enclosing shape isto use k-DOPs[19], that is, discrete oriented poly-
topeswith k sides. “ Discrete oriented” refers to limitations to planes that have normal vec-
torswhere all componentsarein the set {-1, 0, 1}. The following figure shows how these
shapes can |ook.

DD @

6-DOP 14-DOP 18-DOP 26-DOP

FIGURE 158. Thefour possible kinds of k-DOPs

Whether k-DOPs is an advantage over AABBSs etc can be argued, but there are results
showing that at least 14-DOPs and 18-DOPs can outperform AABBs (6-DOPSs) in some
situations. We also note that the algorithm suggested in [19] not only uses k-DOPs but also
decomposes them hierarchically for further optimizations.

Finally, the broad phase may use several shapes, either several of the same or different
ones. Then it is possible to choose different shapes depending on what fits different parts
of the total shape. This solution will handle non-convex shapes nicely. Moreover, it can be
optimized by hierarcical approaches, which is the topic of the next section.

14.11.3 Single phase algorithms

It should be mentioned that there are also single phase algorithms, typically hierarchical,
where there is no distinction between a broad and narrow phase. An exampleisillustrated
in the figure below. The object in the example is broken down into a resolution hierarchy
of bounding spheres, with a single bounding sphere at the top. With such a structure, it is
possible to make the collision detection adaptive to available processing time and perform
collision detection to the level that available time permits.
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FIGURE 159. An example of a hierarchical collision detection system

14.11.4 Thenarrow phase

In the narrow phase, tests should be done on polyhedra level. The SAT-based method
described in section 14.9 is a straight-forward solution. There are many other approaches,
including highly optimized ones. We will cover this some more in Volume 2.

14.12 Objects passing through each other

In both 2D and 3D animations, you can miss collisions completely, resulting in objects
passing straight through each other. This happensif velocities are too high or the collision
tests are not carried out often enough. One proposed solution is to make sweep representa
tions of moving objects, so that they are converted to elongated forms that represent the
volume they move through.

FIGURE 160. If the movement per cycleistoo big, objectsrun arisk to passthrough each other

In the simple example in the figure, the rectangle used for collision tests can be expanded
by the length of the speed vector. In 3D, the problem obviously becomes harder, and is
most easily handled when using OBB'’s.

14.13 Collisions between a fast-moving camera and polyhedra

The problem above also applies to the camera. If you alow very large velocities for the
camera, it may be important to detect collisions with respect to the velocity.

Detecting the problem for a camera and an infinite plane is smple and straight-forward.
See the following figure.
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Point of impact

v = Camera

) speed vector
Previous

osition, iti
p Po New position, p1

FIGURE 161. Collision camerato (infinite) plane

The collision detection is made by checking if the speed vector from a specific position
near the camera’s previous location intersects with a plane. This vector should be placed at
the edge of the camera sphere, offset from the camera center by the normal vector of the
plane multiplied with the cameraradius.

So, if pg isthe previous position, and we want to check if the camera can move to p;, we
do like this:

Speed vector: v = p; - Po.

Offset starting point: pg' = pg - rn

Check if the polygon and the line segment from pg' to pg’ + Vv intersect!

This gives you avery elegant collision detection and handling for the camera, but one
thingsismissing. If the camera moves near an edge or a corner, the test is not sufficient.

The camera may, as shown in the figure below, move inside the polygon without having
detected a collision. Thisis not acceptable, so we must add tests for this.

FIGURE 162. A case wherethe speed vector doesn’t inter sect any polygon, but we should still
detect a collision!
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Note, however, that if we can find avery crude indication of a potential problem, that is
enough, because then we can make thorough tests when absolutely needed. So let us look
at a crude but usable way to solve the problem.

One solution isto expand all polygons by r when doing these tests, by expanding them
physically or modify the limits for the polygon hit test. If we only get an indication of a
potential problem, we can move the sphere to the position in question and make one or
more purely positional tests. That should be easier than doing full-scale detailed tests on
the movement path.

Another option isto check the distance between in the closest point between the edge and
the movement path of the center. Then, the problem is finding the closest point between
two lines. Calculating that is fairly smple. You define a plane to which both lines are par-
allel (using the cross product) and then project aline between a point on either line onto
the normal vector of the plane. The projection gives you the distance, which isall we
needed.

14.14 Largeworld handling in collision detection

Collision detection, just likeVSD, is a problem where tests have to be made on extensive
numbers of objects. Although tests based on bounding shapes needs fewer objects than the
number of polygons, the problem needs many-to-many tests which grows by the square of
the number of objects. In order to make the problem scale better, some kind of sorting or
subdivision is needed. This may be defined as part of the broad phase [30].

The simplest way to speed up collision handling isto apply linear sorting. All the objects
are organized in alinear list, and the list is sorted by one coordinate, for example by X.

The sorting does not need to be global on every frame. A single check with list neighbors
for every framewill perform abubble sort (preferrably bi-directional bubble sort, so called
cocktail sort) which will keep the list sorted or amost sorted for aminimal cost per frame.
Although the sorting algorithm as such is slow, the cost per frame is the important thing
here.

The collision detection now only needs to be done afew stepsinto thelist for every object.
The limit can be decided from the maximum size of all objects being tested. This reduces
the complexity by one dimension, which is clearly significant.

See the figure below. The gray sphere needs to be tested against the two objects within the
indicated distance, but when the search reaches the objects at the top and bottom of the fig-
ure, it isout of range and we may stop testing for that object.
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FIGURE 163. Collision detection accelerated by linear sorting

Even better performance can be achieved by 2D or 3D subdivision of the scene, by BSP
trees, quad trees or octrees. Thisis particularly interesting if you have such a subdivision
done already, for other problems.

14.15 Collision handling

Once acollision is detected, something appropriate should be done. Typically, the collid-
ing objects should be separated, and their velocities should be modified so that they
bounce off each other depending on weight and elasticity.

When collision detection islimited to spheres, AABB’sor OBB's, the callision handling is
equally straight-forward. Due to the complexity f a genera collision handling, you often
must resort to some kind of simplified solution.

You may sometimes meet the defensive claim that collision handling is application depen-
dent, and that you can’t say much about it because of that. That is an excuse for not deal -
ing with ahard problem. Collision handling is a hard problem, maybe even harder than
collision detection.Rather, we make an introduction of the basic principles (somewhat
reused from [8]) and leave the harder topics for volume 2. (Seeaso [7].)

Once acollision isfound, a number of tasks may be applied:
* Separate

e Change velocities

» Deform

» Maintain constraints

Full (narrow-phase) tests are hard to resolve. Thereisarisk that objects are interlocked, so
that they attach themselves to each other. And even worse, in such situations the resulting
attempts by the system to make them separate might add energy that result in very dra-
matic effects that are totally unintentional.
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What | will focus upon hereis collision handling for particles, which is usable for particle
systems as well as simplified handling of spherical objects. It can also be used as a crude
approximation for other objects, although mainly for rather compact ones.

Let uslook at asimple case, ssimple particle-surface collision. The mass of the particleis
much less than the surface, so we can consider the surface to have infinite mass. The parti-
cle has an incoming speed vector, and you have a point of impact calculated. At the point
of impact, you get the surface normal. By splitting the incoming speed vector into one
component parallel to the surface and one parallel to the surface normal, you can create an
outgoing speed vector from the components. The component parallel to the surface should
be retained or shortened by some factor (to simulate friction). The component parallel to
the normal vector should be scaled depending on the elasticity of the objects. For an elas-
tic collision, keep the full norma component (although reversed). For a plastic collision,
ignore it completely. And tune it for any degree of semi-elastic collisions.

Normal
Incoming vector Elastic =
speed mirrored
vector

Plastic =
only tangent

FIGURE 164. Simple particle-surface collision handling

Thiswas an extremely simplified example, where | completely ignored the laws of phys-
ics. | only did my best to find a method that resembles the results we would want. Thisis
guite enough for many cases, like particle systems and simpler games. The same method
also works for particles colliding with each other, as long as they have the same weight.
The only differenceis that they should swap the normal component with each other.

The next exampleis dightly more ambitious. Two objects (spheres) collide head-on. They
may have different mass and different speed. This gives us a 1-dimensional collision.

FIGURE 165. 1-dimensional collision

When resolving a collision, we must always preserve momentum:
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MqVq + MoVo = MV + MoVog

For aplastic collision, the objects will have the same speed after the collision, which gives
us

MV + MaVp = MyVg + MpVa = (Mg + M)V,

v = my Ovy +m, O,
L=
m, +m,

For the case when the two objects have the same mass, this simplifiesto
which iswhat we should expect.
Elastic collisions also preserve kinetic energy:
MqV12 + MoVp? = MyVya® + Mooy
Combine this with the momentum equation to eliminate v,,, use
(V1% - Viad) = (V1 + V) (V1 - Vi)

to be able to eliminate the (v4 - v4,) factor, and you get

Vig =

a

m; +m,
2a

m; +m,

If the objects have the same weight, this simplifiesto

Vla = V2

Vo

I
<
[

a

and we have proven why the famous metal ball desktop toy (below) works asit does.
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FIGURE 166. An example where elastic collisionsworks asin the formulae above

To handle more complex collisions, where you want to deal with off-center collisions that
will cause rotation, we will have to go further. However, that is a matter for the game pro-
gramming course. What you have now is enough for particle systems and simpler game
situations. Thisis not as much toy-level asit may seem. By connecting particles with sim-
ple bonds (springs) you can get pretty good handling with realistic rotations even without
any rigid body mechanics.

Coallision handling topics that | have so far ignored include:

» deformations caused by collisions

» applying forcesto avoid overlap

« stacking, piling objects on top of each other

 support for rotation, rigid body mechanics

* better numerical methods for stability

Alas, those interesting topics are beyond the scope for volume 1!
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15. Low-level graphics
algorithms

In this chapter, we will look into some of the low-level algorithms that form what I con-
sider “classic” computer graphics. It is not so common to need these algorithms today
(athough it happens more often than you might think) but as a matter of fact, anyone who
has taken a course in Computer Graphics should know Bresenham’s algorithm.

15.1 Line-drawing algorithms

As suggested in thefirst chapters, drawing lines is fundamental, the second thing to do
once you are able to draw pixels. We can usually take line-drawing algorithms for granted.

But in this section, we will not take them for granted, but have alook at how they are
implemented. There are two kinds of line-drawing algorithms that we will look into, the
DDA algorithm and Bresenham's line-drawing algorithm.

Up to now, we have generally defined lines by two points on the line, Pg, P, (Where sand
e denotes start and end) or the equivalent, a point and adirection, P = P+ v, wherev =
Pe - Pg. | Will now reformulate that a bit.

We still work with two points, Pg = (X, Yg) and Pg = (Xe, Ye)- The problem isto draw adis-
crete line, that is find a connected range of discrete pixels between the two points, which
follows a mathematical line as closely as possible.

When | say connected, it requires an explanation. Two pixels are connected if they are
neighbors. The type of connectivity is defined by defining the neighborhood. In the
Carthesian grid, you may use either a4-pixel neighborhood or an 8-pixel one. We say that
the curve is 4-connected or 8-connected. The most common choice is 8-connected curves.
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FIGURE 167. 8-connected (left) and 4-connected (right) shape

It should be stressed that adigital lineis not exactly the same asaline. It isadiscretiza-
tion, asampling, of a mathematical line, by finding the discrete pixels closest to the math-
ematical line. This discrete sampling will, by its nature, display aliasing. Digital lines
aligned with the X orY axis, or adiagonal, will look nice and straight, but other digital
lineswill have different degrees of the “ stair-case effect”. In some cases, like theright line
in the figure below, it does not seem very satisfactory as aline when viewed close-up like
this. But thisis what we want, at least for now.

FIGURE 168. Sampledigital lines

We will start in Pg and work our way to P.. Then we can also express the line asthe line
equation:

y=mx+Db
where.
Xe_XS
and
b=yg- mxg

This meansthat if you take a step 0x in x along the line, you will take a step dy = m-0x in
they direction. Now we are ready to make an algorithm out of this!
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15.2 The DDA line-drawing algorithm

The DDA agorithm, where DDA stands for Digital Differential Algorithm, isavery sm-
ple line-drawing algorithm, based on the 0x and dy steps just mentioned.

Assumethat -1 <m< 1, that is, the line has a slope of less than 45 degrees. Also assume
that X > Xg. Thislimits our solution to only aquarter of all possible lines, but it can be eas-

ily generalized.

Start in Pg, by assigning the starting pixel Py = (Xg, Ys) t0 Pg. Note that although | said
pixel, implying that starting and end positions are integers, the y values must allow float-
ing-point coordinates for intermediary values. It is possible to alow for non-integer end-
points, but if we do, the start gets a bit more complicated. See chapter 15.10.

We now generate a sequence of P, = (X, Yi)- It is generated by the following simple ago-
rithm:

Xkl = Xk + 1

Ykt1 = Yk + M

Closer to actual code, we can write it:

y =Yys
m= (ye - ys) / (xe - Xxs)
for (x = xs; X <= xe; XxX++)

pl ot Pi xel (x, round(y))
y=y+m
}

Concerning the missing directions above, you can add all the cases where X < Xg Simply
by swapping the points, or stepping with the sign of X, - X.. rather than 1. The cases when
m is outside the given range is handled by an equivalent algorithm, where x is swapped
with y and misreplaced by m™L.

One more thing: There are cases when you want to use the algorithm above for any m,
namely when filling polygons rather that drawing lines. In such a case, the connectivity
does not matter since we want to find pixel spans rather than connected pixels. More about
that in the discussion on scan conversion.

That was easy! So, is there anything wrong with the DDA agorithm? Not really, not on
modern hardware. However, if we need to implement aline drawing algorithm at all today,
itisvery likely that we work with some special hardware, often small, mobile deviceswith
very low processing power. Such devices often have very limited floating-point capability.
Then the floating-point additions above may slow down the algorithm prohibitively. That
is the time when you need Bresenham's Line Drawing Algorithm.
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15.3 Bresenham’sline-drawing algorithm

If 1 had to pick asingle low-level algorithm that must be included in any serious computer
graphics course, Bresenham's line-drawing algorithm [16] is the obvious choice. If you
have passed acomputer graphics course, of course you know Bresenham’s. Thisalgorithm
isthe smplest of afamily of curve generation algorithms where all operations are made
with additions and comparisons. Other variantsinclude circles, ellipses, actually any curve
that can be expressed by a polynomial.

We use the same start and end points as before, P and Py, but this time we assume that
both have integer coordinates. We define;

AX = Xg - Xg
Ay =Ye-Ys
Thus
m = Ay / AXx
We also assume that the line isin the first octant:
Ax>0
Ay >0
O<m<1

Like with the DDA algorithm, other cases can be found by small adjustments of what the
result we will get for the first octant.

The generated points (xy, Yy) will be at integer positions. Let us now look at the situation

when we are at an arbitrary pixel on the digital line. The previous pixel that was found is
px. How can we then find p41?

Since we generate an 8-connected line in the first quadrant, there are only two possible
locations for the next pixel, either one step to the right, at (X+1, Yk), OF one step diago-

nally, at (X, +1, y, +1).
The actual line at x coordinate x,+1 can be found from the line equation as

y =m(x+1) +b
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FIGURE 169. d;jpper and djgper arethe distances from the candidate pixelsto theline
We can now calculate the distance from the line to the candidate pixels.
Aiower =Y - Yk = M(X + 1) + b -y
Aupper =Ykt 1) -y =y +1-m(xc +1)-b

If dypper > diower then digyer is closest and should be chosen, otherwise we should choose
dypper- This seems good enough if m and b were integers, which they usually are not. But
we can rewrite a bit and make this alot better. Form the difference

Oiower - dupper = 2M(x + 1) - 2y +2b-1

Thisisasingle value from which we can decide which pixel to pick only by inspecting its
sign! Now replace m by Ay / Ax and multiply by Ax. What we get now is our final decision
variable:

Pk = AX(diower - upper) = 28y Xy - 28Xy + 24y + Ax-(2b-1)

Thus, if you know the decision variable p, for any iteration k, you know whether you
should make the move yy 1 = Yy Of Y+1 = Yk + 1. (X417 iSa@lways Xy + 1.) Negative py,
choose djgyer, Make a horizontal move. Positive py, choose dyppe, diagonal move! The for-

mulaisfairly nice, al parameters are integer... except b. But | choose not to care for the
moment.

Note that the last terms are constants. We set ¢ = 2Ay + Ax-(2b-1).

Now comes the magic. Do you remember the forward-difference cal cul ations that
appeared in section 8.14 at page 1047? There we showed that any polynomial decision vari-
able can be incrementally updated in constant steps using only additions! Sincethisisa
linear function, we can make that simplification in asingle step! So let us express py.,; as

an increment from p,!
Pk = 2Dy -Xy - 28Xy + €

P+1 = 28Y Xy41 - 28XYy41 +C
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P+1 - Pk = 28y (X1 - Xi) - 28X-(Yie+1 - Vid)
Since X1 = Xk + 1,
Pr+1 - Pk = 28Y - 2AX-(Yi+1 - Yi)
The value yy .1 - Y Will depend on the step taken:
Lower candidate: yy = Yy+1 U Pyt - Pk = 28y
Upper candidate: i + 1 =Yy4+1 U Prrg - P = 28y - 2A%

Thus, for any py, inspect the sign of p,, calculate py;1 by asimple addition and increment
Xii» Yk 10 Xgea1 Vi1

One detail remains: the starting value of py, that is pg. Insert xg, y into the p, formula:
Po = 2AyXg - 2AX-yg + 2Ay + AX-(2b-1)

If you go back to the definition of b, it wasy = mx + b, insert xg, y5 and replace m by Ay/
Ax and we get AX-b = AX-yg - Ay X

Po = 20y Xg - 20Xy + 2AY + 2(AX-Ys - Ay-Xg) - AX = 2Ay - AX

So the total algorithmiis:

Cal cul ate the starting val ue:
p0 = 2ay - AX

Run algorithm (iteration k) while Xy < Xe:
Xkea = Xk + 1

if pc >0 then
Pk+1 = Pk + 24y - 24X
Yksr = Yk + 1
el se
Pk+1 = Pk *+ 24y
Y+l = Yk

Here follows an example. We plot aline from 10, 10 to 20, 14:
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FIGURE 170. Example of line drawing with Bresenham’s algorithm

The exact starting coordinates do not matter. The difference is more important. The vari-
ables are initialized and updated as follows:

Ax =10 Ay =4
Pp=20y-Ax=8-10=-2
Horizontal: pyyq - px = 24y = 8
Vertical: pyiq - P = 24y - 2Ax =-12

TABLE 2. Example of Bresenham'’sline drawing algorithm

k Xk Yk Pk Move
0 10 10 -2 =
1 11 10 6 2
2 12 11 -6 =
3 13 11 2 A
4 14 12 -10 =
5 15 12 -2 =
6 16 12 6 2
7 17 13 -6 =
8 18 13 2 2
9 19 14 -10 o
10 20 14 -2 -

Notice that the generated curve is symmetrical, which isagood sign. Incorrectly designed
algorithms often result in asymmetries. However, slight asymmetries are normal, and
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occurs when the line passes exactly between two pixels. Then the choice is arbitrary and
the algorithm must simply decide a preference when p is zero.

15.4 Generating other curveswith the midpoint algorithm

The principle behind Bresenham'’s line-drawing agorithm can be generalized to a method
that can be applied to any curve that can be described by polynomial functions. like circles
and ellipses. Instead of calculating the distance to the curve, the method samples a func-
tion which passes zero at the curve, to see on which side of the curve that particular point
islocated. Thisturns out to be a very general method.

However, picking discrete pixels along a curve is not important enough today to justify a
detailed description beyond lines. For a thorough description of the midpoint algorithm, |
recommend “ Computer graphics with OpenGL” by Hearn& Baker [9].

15.5 Curve attributes

The curve generation agorithms describe how to find a connected sequence of pixels
along a curve, as close to the curve as possible. Drawing those pixels only gives usathin
curve. Thisis often not what we want. There are many attributes that we may want:

* Arbitrary width

» Dashed curves

 Patterned drawing

» A choice of end-point shapes (end caps) and corner shapes

Out of these, | choose to concentrate on arbitrary width. To produce a curve of a specified
width, there are two mgjor methods: Double curves or using a pen shape. With a pen

shape, a shape follows the curve. The union of the shape placed at al curve positionsis
filled.

FIGURE 171. Drawing wide curves using a pen shape

This method has the advantage that it provides an easy way to specify endpoint shape as
part of the process, but a drawback is that the width of the curve is not constant, and pro-
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ducing the union of many instances of the shape is not straight-forward, especially not for
other curves than lines.

A more efficient method is to use double curves.

YT

Y

FIGURE 172. Drawing wide curves using two parallel curves

It may be tempting to believe that this can be done by drawing one curve and simply paint-
ing anumber of pixelsto the side, but that is merely a special case of the pen shape
method. For lines, that works well, but for a shape like the circle, you should rather gener-
ate two circles, simultaneously, and for every iteration fill the pixels between them.

15.6 Pixel geometry

A pixel is aways specified by a point (X, y), but apixel isnot apoint! A pixel isarectan-
gular areain continuous space. This leads to an important question: Where is the point in
the pixel? There are two candidates, in the center or in the corner (typically top-left in
screen coordinates, Y axis downwards, or bottom-left if theY axisis upwards). We may
use any definition, and both are usable, but the choice will affect the exact placement and
size of drawn figures. For example, how long is aline from 1 to 5? With point-in-center,
the answer is 5, while with point-in-corner, the answer is 4!

For example, consider the rectangle (0,0)(4,0)(4,3)(0,3): Whereisit located. See the fol-
lowing figure. Point-in-corner is to the | eft, point-in-center to the right.

SO P N W A&

O L N W »

0 1 2 3 4 5 01 2 3 45

FIGURE 173. The polygon’s position varies with the pixel definition
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This means that the rectangle will be drawn differently in these two cases:

O R, N W b
SO r N W »

FIGURE 174. Depending on the pixel definition, we may get different interpretation of the same
rectangle

This matter is particularly important when rendering polygons. Without a proper defini-
tion, we will get errors, seemingly random visible “gaps’ between polygons!

]

/

—\ |

FIGURE 175. Which pixelsarein thetriangle?

This problem was obvious in many early software renderers, where this was not properly
accounted for. Numerical problems due to low-precision math made the matter worse.

FIGURE 176. Pixels are mapped to points accor ding to the pixel definition, which gives clear
decisions

Polygon rendering must be done with sub-pixel precision. If the pixel point, according to
the pixel definition, isinside, it should be included. See further the polygon rendering sec-
tion.
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15.7 Inside-outside tests

The question that this section wishesto answer issimple: Given apoint, how do you know
if it isinside agiven closed polygon? The problem at hand may be picking, to determine if
amouse click isinside a polygon or not (e.g. for dragging an object in a vector drawing
program) or the question may be a question of defining how a polygon filling agorithm
should work. These questions are obviously not without importance.

There are two methods for determining the answer, and the answer is not always the same.
The two methods are the odd-even test and the non-zero winding number test.

For both methods, we form a line from the tested point to infinity, and find all branchesin
the polygon that intersects the line. Since it does not matter which line we choose, you can
make the line horizontal so that the intersection tests are particularly simple to make.

FIGURE 177. The odd-even test: Count the number of inter sections

The odd-even test simply counts the number of intersections. If the number is odd, the
pointisinside, and if it iseven, it isoutside. It isavery simple rule that usually givesthe
expected result.

The non-zero winding number rule is somewhat more elaborate. It makes a count, where
the direction of the intersected branch isimportant. If the line is horizontal, we may count
branches going upwards with +1 and branches going downwards by -1, What sign that
goes up or down does not matter, swap them if you like, because what mattersis when the
sum is zero. If the sum is non-zero, the point isin the polygon, but if it is zero, it isoutside.
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FIGURE 178. The zero winding number test: Count intersectionsas+1 or -1

Now, what difference does it make which one we choose? Quite a bit, actually! The last
figure was somewhat incorrectly filled.

FIGURE 179. Polygonsfilled accor ding to the odd-even and non-zero winding number rule,
respectively. Notethe dark area, which iswheretherulesare different.

In my opinion, the non-zero winding number is the rule that gets thisright. In the figure
above, a polygon hastwo long “legs’ that cross each other. The intersection of these two
parts should certainly be filled, but the odd-even rule shoots a hole instead.

These definitions have some importance even in 3D. You can determine whether apoint is
inside or outside a closed polyhedron with similar tests.

15.8 Polygon filling

Efficiently filling apolygon is another matter. This must be done in away that allows usto
fill many pixels at atime, and without checking the whole polygon over and over again.
The scan-line polygon fill algorithm does thisin a very optimized way.

The algorithm uses two primary components. a sorted edge table and an active edge list.
The edge table is an array of linked lists, where each entry corresponds to arow in the
image (possibly limited to the number of rows that the polygon spans). The active edge list
isalinked list of (referencesto) edges.

The sorted edge table is created first. For al sides of the polygon, the lowest Y value deter-
mines where to put it into the edge table. Thus, we can process the edge table row by row,
finding the sides that starts at that Y value.
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The active edge list isinitially empty. All scanlines are processed in order. When a new
scanline is processed, the edge list is updated as follows. If there are any edges present in
the edge list that have ended at the previous scanline, they are removed. All remaining
edges have their X values updated, to the intersection with the current scanline.

Then, the corresponding entry in the edge list isinspected. Any edges present at that entry
areinserted into the active edge list. The edge list is then sorted by X value.

Now we have asimple list telling us exactly what pixelsto fill and which ones not to fill.
Using the odd-even rule, we should fill between the first and second, the third and fourth,
etc.

B _
. | Active edge list at row R:
R =25 7 \\ — a8
< £ = —] BC AB EF DEBC
\/ | —EFFA
F —
| — CDDE

Sorted edge table

FIGURE 180. Scan-line polygon fill

In the figure above, the row marked R is being processed. The edge AF has been discarded
from the active edge list, while AB has been added. Two spans will be filled, from AB to
EF and from DE to BC.

There is one potential problem here, where a scan-line intersects a vertex. This conflict is
most likely to appear when using integers. When using floating-point math, the algorithm
designer ismore likely to think in sub-pixel numbers, but when you simply have arow
number, how do you count polygon branches that end at the scanline that you are working
on? See the figure below.

If we only detect whether a side reaches the row, we may get erroneous crossing count or
winding number for the right and left case in the figure above. The algorithm must take
some specific action to avoid such problems. There are at least three different effective
remedies:
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FIGURE 181. How do you count edges for a scan-line that passes through vertices?

1) Do specific checks for vertices, and detect vertices where the two edges are on different
sides. Then the two edges count as one!

2) Pre-processing: For vertices with the edges on different sides, shorten one with one
scan-line.

3) Use the pixel definition properly and the problem will disappear.

Out of these, (1) is probably the most straight-forward, while (3) is most computationally
effective and well-defined. | can see no reason to use the clumsy method (2), but it has
been suggested in the literature.

15.9 Flood fill

Flood fill is acommon operation in painting programs such as Photoshop. This operation
may seem simple to perform by arecursive function like this (pseudo code):

procedure Fl oodFill(x,y,fill,target)

current := CetPixel(x,Y)

if (current = target) then
Set Pi xel (x,y,fill)
Fl oodFi I'l (x+1, vy, fill, target)
FloodFi I I (x-1, vy, fill, target)
FloodFi I | (x, y+1, fill, target)
Fl oodFi I'l (x, y-1, fill, target)

procedure StartFl oodFill(x, y, fill)
target := GetPixel (x, y)
if (fill <> target) then

Fl oodFi Il (x, vy, fill, target)

This algorithm, however, will create arecursion depth that is ridiculous, arecursion depth
that is proportional to or even equal to the number of pixelstofill.

A more efficient method isto do a breadth-first search. Then the recursion isreplaced by a
loop processing alist, which is many times less memory- and processor-demanding.
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Another method is presented here, to process the images by local horizontal spans. Every
found fill-able span isfilled, while references to fill-able intervals in the row above and
below are put on a stack. Expressed in akind of pseudo code:

get the pixel value of the starting pixel.
push the starting pixel onto the stack.
while the stack is not enpty, do
pull (“pop”) the top pixel of the stack.
for all fillable pixels in the span (pixels equal to the starting
pi xel)
fill the pixel
for the nei ghbor above or bel ow
if the pixel is fillable and is a start of an interval
put the pixel (reference) on the stack.

Thus, thefirst iteration of the algorithm will start at an arbitrary pixel (white square in the
pixel below), fill one span (light grey) and find spans (X) in the row above and below. Al
the pixels marked with X are put on the stack, and will be starting point for following iter-
ations.

First scan line

FIGURE 182. Flood fill

In some books, asimilar operation implements “boundary fill”. That operation is hardly
used in modern applications. Modern applications rather use even more sophisticated
flood fill variants. Among the features that are often added to the routine above are:

« filling with atolerance value, so that the interior does not have to be an exact color, but
vary to alimited degree

» generating aregion rather than filling (magic wand tool), or filling into another buffer
(CalcMask in QuickDraw)

» smoothing of edges, akind of anti-aliasing, where pixels at the border of thefilled area
are blended between original color and thefill color
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15.10 Polygon rendering (scan conversion, rasterization)

Earlier in this chapter, we learned how to fill any polygon with asolid color. In that case, it
was a general polygon, which didn’t even have to be convex. When rendering in 3D, how-
ever, renderers are often limited to convex polygons with alimited number of corners.
Thisisno general rule, though. For example, the library 3DGM supports and even encour-
ages the use of many-sided polygons.

Here, | will concentrate on how to render triangles. Simply filling atriangle with acolor is
simple. The complexity increases when you fill it with something interesting. (Just likelife
itself, | guess.)

But let’s start with the merefilling of atriangle:

Flat shading reduces the problem to scan conversion, which is the problem of finding all
pixel coordinates that correspond to a given polygon.

FIGURE 183. Scan conversion: From polygon to fragment (pixel) coordinates

I will work with floating-point here. It is not only fast, it alows us to work in sub-pixel
resolution, which isimportant once we start rendering with textures. In 2D you may be
able to specify coordinates as integers, but after 3D transformations, vertices are specified
as floating-point values anyway, which rarely hit integer values.

Consider atriangle a, b, c. Sort the three points so that ais the top one and ¢ the bottom
one. Now we want to render it row by row from the top:

216 Low-level graphics algorithms



X1,Y \ X2,¥

FIGURE 184. Move along the sides

We follow two edges at atime, specified by (x4, y) and (x5, y). For every row we go down,
X1 and X, change their x value by aconstant value. Thisisjust a DDA agorithm, making a
linear interpolation from ato b and from ato c.

Calculate the values to update x4 and X»:
dy1 = (Xp-Xa) / (Yb - Ya)
dyo = (Xc - Xa) / (Ve - Ya)
Start by moving from the non-integer values to the first row:
y =Trunc(y, + 1)
X1 =Xa+ dxg - (Y - Ya)
Xz =Xat Oy - (Y - Ya)

Note that the y calculation only holds for positive y,! For negativey,, usey = Trunc(y,).
What we need to do isto move from y, to the next higher integer (i.e. the roof function).

©) O ©)

FIGURE 185. Moving from the vertex to thefirst row
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Also, note that the calculations are affected by our pixel definition, that is, where the pixel
hot-spots (white circlesin the figure) are located in the pixel. What | describe here uses a
point-in-corner definition.

Now we can render the polygon like this:

while y < yb do
Render Row(y, X1, x2)
x1 :=x1 + dx1
X2 = x2 + dx2

y =y +1

When you reach b, switch to render bc instead of ab, and continue whiley <vy..

The subroutine RenderRow is simple in the flat-shading case. Just go from x4 to x,, and
fill al pixels. Note, however, that x4 is not necessarily lower than x,, so you need to sort
them, so you get Xpin = Min (X1, Xo) and Xpg = Max(Xq, Xo). Aswith'y, you must start
from the roof of x,j, and increase by 1 aslong as x < X,,5- FUrthermore, x; and x, are
floating-point, so we should fill al pixels between them, from trunc(X,ip, + 1) to
trunc(Xmax)-

When you switch to Gouraud shading, things get slightly more complicated. Now, you
can't just interpolate x4 and X,, but you must also interpolate intensity values. You calcu-

late intensities for each vertex, |, I, and | .. You calculate differentials dl; and di, for each
side, for interpolating intensity values I, and |,. In RenderRow, a similar interpolation of
intensities must be done aong the row.

In Phong shading, we go yet another step. Now we don’t interpolate intensities, but we
interpolate surface normals. A surface normal is calculated for (or provided by) each ver-
tex: N, Np, N.. These are interpolated a ong each side, and aong each row. The interpo-

lated vector may not be a unit vector, so you will need to normalize the vector when
calculating the intensity value.

15.11 Renderingin two phases

The polygon rendering method described above does scan conversion and rendering at the
same time, so the calculation of fragment values are done inside the loop that calculates
the pixel intervals of each row. Thisis not abad thing, it is efficient, but once we render
more than flat shades, alot of variables need to be kept track of, intensities for Gouraud
shading, normal vectors for Phong shading, Z value for the Z buffer and texture coordi-
nates.

In order to structure the problem, it can be separated into two phases, one that calculates
the pixel intervals, the pixels spans, and stores them into a span buffer, and another phase
that processes each span.
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The span buffer isa one-dimensional array with two integer values for each pixel row that
the triangle touches.

I N
>/ \«

FIGURE 186. Filling the span buffer

Writing the edges of the span-buffer is primarily a question of following each edgewith an
DDA line drawing algorithm. The only problem isto pick either the start or end value for
each edge.

15.12 Screen-linear surface functions

When we render a surface with other than flat shading, we have one or several sets of data
that are given at each vertex and should be interpolated over the surface. Let us consider
Gouraud shading, where an intensity value (or rather three or four, RGB or RGBA) is
interpolated between the vertices. This can be done by linear interpolation.

The intensity values can be viewed as a function over the screen surface, i(x, y). If we use
linear interpolation, thisisafirst-order linear function. That meansthat it can be expressed
ontheformi(x,y) =ax + by +c.

This meansthat its differentials are constant over the entire surface, di/dx = aand di/dy =
b. The horizontal differential, di/dx, isthe value with which we should increment the
intensity along a span.

Thisfunction can be found in severa ways. First, each vertex gives one equation, whichis
a solvable equation system. Second, the dx and dy values can be calculated by finding two
points on the same row and same column, respectively.
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FIGURE 187. dx and dy can be calculated by interpolating the intermediary pointsv02 and v12
and their intensity values.

Both these methods need checks for special cases, where horizontal or vertical edges can
cause division by zero. Asathird alternative, you can consider the function to be aplanein
the 3D space (X, Y, i)! This makes the calculations particularly elegant, with no special
cases more than when the three points are on aline.

Let us take an example:

A
| vi1=1,4 0Y2:5’5
i1=1 i2=38
4+ o
1 o}/():4,1
io=10
} } } } —

FIGURE 188. Polygon rendering example
Single phase rendering:
Start at
Xieft = Xright = Xo = 4
ieft = Iright =10 =7

y=yo=1
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Step along the vg-v4 and vg-v, edges using these differentials:
dy=1
dXjeft = (X1-X0)/(Y1-Yo) = (1-4)/(4-1) = -1
dXright = (X2-X0)/(Y1-Yo) = (5-4)/(5-1) = 1/4
dijert = (i1-ig)/(Y1-Yo) = (1-10)/(4-1) = -3
dijight = (i2-i0)/(y1-Yo) = (8-10)/(5-1) = -1/2
That’s quite afew variables to keep track of.

If we try optimizing this using the i(x,y) function we need to deriveit. With an equation
system, we get the equations

10=4a+b+c
l=a+4b+c
8=5a+5b+cC
No problem, but the cross product is even easier:
Vo = (X0, Yo, i) = (5,5, 8)
V1= (X Y1) = (L4, 1)

Vo = (Xp, Y2, i2) = (4, 1, 10)

N = (Vo -Vg) X (V1-Vg) =(1,4,-2) x (-3, 3,-9) =(-30, 15, 15)
-30x + 15y + 151+ D=0
I(x,y) =2x-y-D/15
D can be found by inserting apoint (x, y, i)

The only thing that can break this calculation isif the factor at i (in this case 15) is zero.
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Now, remember why we needed this function. It not only lets us ook up the value for any
point, it also gives us the differentials d;/d, and d;/d, that are very important when opti-

mizing the inner loop of the rendering.

So, we have full control over the rendering as long as the surface function is linear. But
unfortunately that is not always the case.

15.13 Why the Z-buffer must contain 1/z

One of the most confusing subjects in computer graphics booksis how Z-buffering is
implemented. It seems simple, just calculate aZ value, compare to avalue in the Z buffer,
and if the value that isin the buffer is closer, don’t draw. But, the important question is
how to calculate the Z value. Almost all computer graphics books | have seen skip this
problem with at best vague explanations. A shining exception is “ Graphics Programming
Black Book” by Michael Abrash [13].

We want to render the polygon scan-line by scan-line. Then the problem boils down to
this: Given x, y, z for one pixel, what is z for the next pixel?

WEell, couldn’t you use the plane equation? Ax + By + Cz + D = 0? Then, we can calculate
zfrom x andy like this: z(x,y) = (-Ax - By - D)/C. Right? In some books, they tell you to
do thisand that’sit. They are not exactly wrong...

But wait aminute! What X, y, z are we talking about? What coordinate system are we dis-
cussing? Polygon rendering takes place on the screen. Instead of thinking about X, y, zin
some 3D coordinate system, we must start at X, Y in screen coordinates. For any pixel X,

Ys What is z, and can you efficiently find z for xs+1, y<?

These coordinates are projected, so Xs = x-f/z and y5 = y-f/z. Then we can try to calculate z
again. Rewriteto get x and y from xgand y:

X = XgZ/f
y = ys2f
and insert in the plane equation:
Axgzlf +Bygzlf+Cz+D=0
Z(Xs, Yg) = -D-f/(A-xg+ B-ys+ CH)

So, we can calculate az value! Now, given X, Y5 and z(Xs, Yg), What isz(Xs+ 1, y9)? Too

bad, you can’t find a nice and simple function for that. Whatever you do, you get adivi-
sion, so you can just as well calculate z(xg, yg) by the formula above.
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That is, if you must calculate z. Well, of course we must calculate z... right? Wrong! What
problem are we solving? We are making a z-buffer. The point with the z buffer is not to
have exact z distance values, only to have some values by which we can compare dis-
tances! So, we may use some function of z rather than z. Aslong as the function is monot-
onous, comparisons will be possible and thereby the z-buffer will work!

So, which function will simplify z(xs, ys) and give usincremental stepsthat are easy to
calculate? Answer: 1/z!

Vz(Xs, Yo = -(AXg+ B-yg+ Cf)/Df
Vz(xs+ 1,y9 = -(A-(Xg+ 1) + B-yg + Cf)/Df
Then we can incrementally find the next value as:
Vz(xg+ 1,y9 = Uz(Xs Yo -A/Df

S0, the entire Z-buffered rendering can be done like this: For each vertex, calculate the 1/z
value. Since this value (unlike z) varieslinearly over the screen, it can be interpolated
along each side, and then along every scan-line.

Hey, that wasn't that hard! The whole point isthat if you use 1/z for the z-buffer, you get
linear variations and can interpolate. But why are all the CG books confusing the students
by telling them to insert X, y, z into the plane equation? They also claim that z varies lin-
early, which it obviously does not.

That is because they work in normalized device coordinates, the rather twisted intermedi-
ary 3D coordinate system that was described in the 3D transformation chapter (section 6.8
at page 57), which basically isxg, Y, 1/z. Thisisthe same concept that made the back-face
culling confusing. The point is that the normalized device coordinates are projected, but
the projection operation doesn’t trash the z value, but instead provides 1/z asits z value
(actually alinear function of it, z” = -(a+ b/z). Thisis correct and practical, but it may hide
the straight-forward functionality of the z buffer.

15.14 Scan-line conversion with texture mapping

In this section, | will continue the discussion from section 15.10 at page 216. In that part, |
discussed flat-shaded, Gouraud shaded and Phong shaded polygons (triangles). Rendering
atextured polygon is the real challenge.

L et’s assume that we have the (u,v) coordinates for every vertex. Somehow, they must be
interpolated. Thisisn't at all as straight-forward as it may seem.

15.14.1 Affinetexture mapping

The most obvious solution isto do linear interpolation of the texture coordinates. The
algorithm isillustrated by the following figure:
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FIGURE 189. Affine texture mapping, linear interpolation

Along with x interpolations, u and v are interpolated along the polygon sides, and along
each row. On the left sidein thefigure, the interpolated values s; and t; are incremented by

ds; and dt; for every row. On theright side, the sameisdonewith s, and t,, and along each
row, the final sand t are calculated by interpolation between s, t; and s,, to.

Unfortunately, this method results in mappings with highly visible errors. The polygons
don’t look tilted, only warped. The following figure shows an example:

= &

FIGURE 190. A texture, mapped on a polygon with affine and per spective correct mapping,
respectively

In the figure, the middle mapping is affine texture mapping, while the right one is the per-
spective correct one. The difference is obvious, and in animations the effect is particularly
bad. So affine texture mapping is not a fine texture mapping.

15.14.2 Per spective-correct texture mapping

So, we want perspective correct texture mapping, but alinear interpolation over the texture
coordinates did not cut it! So, what can we do? Remember how z-buffering worked! When
the z value did not vary linearly over the screen, we could use 1/z, that does!
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But what we must interpolate are u and v. We can safely assume that sand t vary linearly
over the polygon in world coordinates, so that they vary linearly in camera coordinates (X,
Yy, ). Any changein x, y or z will produce alinear changein s, t!

But, again, we want to step from pixel to pixel, in screen coordinates, X, Y
X = XgZ/f

y =ygz/f

Since sand t depend linearly of x and y, they depend linearly of x5z and yz! You can

derive the function (s, t) = M (X, v, z) (achange of basis from world or camera coordinates
to texture coordinates), but that is more work than we need. What we rather want are func-
tions of u and v that vary linearly with x4 and y{! We find them by division by z as s/z and

t/z.

But that doesn’t help us! We need (s, t), nothing else, because we will index the texture
image with these coordinates! Therefore, we must be able to restore s/z and t/z to sand t.
We can do that by also producing the value 1/z. We already know that 1/z is alinear func-
tion of xgand y..

So, we can do linear interpolation of u/z, v/iz and 1/z! By dividing with z, we eliminate the
non-linear variation.

The algorithm isillustrated by the following figure:

<7 = Uz SZa, tZ 4,12 3
tz =vliz
iz =1/z

SZn tZl’ iZl SZ, tZz i22

dsz,, dtz,,
diZl

sz, tz, iz
dsz, dtz, diz

s=sz/iz
t=tz/iz

dSZZ, dtZz,
diZz

b

SZp, tZ p, 1Zp
c
SZc, 12 ¢, 12 ¢

FIGURE 191. Implementation of perspective correct texture mapping

Even though we thus manage to calculate correct s, t values for every pixel, the processis
computationally cumbersome. The problem isthat it requires at least one division per
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pixel. You can see two divisions per pixel above, but since both divide by iz, you can cal-
culate 1/iz and use two multiplications instead.

The division bottleneck can be worked around even more. One way is to use piece-wise
linear interpolation, that is linear interpolation for something like 8 pixels at atime.
Another isto approximate the 1/z function by a polynomial.

Note that sz, tz and iz are all first-order functions of the screen coordinates x and y, so the
reasoning in the polygon rendering section is the same, the explicit functions can be
derived in the same way, and used to simplify the rendering.

But, why can we interpolate Gouraud shading and Phong shading using linear interpola-
tion? Doesn’t that have the same errors? Yes, but the eye is much less sensitive to shading
errorsthan it isto texture errors. You can cheat much more when doing shading. An error
inaslow variation is hardly noticeable, while atexture where the texels don’t stay at the
same place in an animation is quite annoying. However, even for these cases, the best
result is produced if the mapping is perspective correct, and modern hardware has good
support for perspective correct mapping of arbitrary data.

15.15 Clipping texture coordinates

Thetextureis an image buffer, and just like other image buffersit islimited in size. There-
fore, we need some kind of clipping to avoid reading outside the texture.

In texture mapping, thisis solved by wrap-around. If you try to read outside the texture,
the (s,t) coordinates are wrapped to the other side. If the texture is of asize that is a power
of two (32, 64, 128...) thisis easily done using a binary AND operation. Here is an exam-
ple using a 128x128 texture:

dest = tex[s & 127,t & 127]

Clearly, this gives a great performance advantage in software and hardware rendering
alike, but we are limited to power-of-two sizes. Recent hardware remove the limitation
altogether, so in the future we may stop worrying about it.
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16. Anti-aliasing

The image displayed on acomputer display issampled; it consists of discrete samplesof a
continuous signal. A sampled signal can only reproduce signals with frequency compo-
nents up to half the sampling frequency (the Nyquist frequency). This principle, funda-
mental in signal processing, is equally truein a2D signal like a discrete image.

When sampling a 1D signal at a sampling frequency F, the Nyquist frequency is F/2. All
frequencies higher than the Nyquist frequency are reproduced onto lower frequencies.

Consider afrequency f > F/2. It will be reproduced as asignal at frequency F/2 - (f-F/2) =
F-f.

The following figure exemplifies how sampling asignal resultsin lower frequencies, when
the original signal contains frequencies above the Nyquist frequency.

REERREERRE

/NN

FIGURE 192. Example of how sampling can result in alower frequency

In this particular case, have asignal at 1.5 times the Nyquist frequency, which is*“mir-
rored” (folded) over the Nyquist frequency to 1/2 of the Nyquist frequency.

Anti-aliasing 227



Nyquist Sampling
frequency  frequency

} _

Signal frequency spectrum
before sampling

A\ Sampling "folds back" high

frequencies to lower ones!

FIGURE 193. Higher frequenciesare“folded” over the Nyquist frequency

Computer graphics generates images by sampling signals, be it polygons, textures, or
curves. Often this sampling is done with no particular compensation for aliasing. When we
draw aline with Bresenham'’s algorithm, the line has sharp edges, with immediate transi-
tions between 1 and 0. Such atransition contains high frequencies, and will thereby cause
aliasing. The most obvious aliasing is the “ staircase” look of digital lines.

Ideally, we should filter the line to remove al frequency components above the Nyquist
frequency, the ones which are affected by folding, which would smooth the image, elimi-
nating the “staircase” look. Thisis only possible with an infinite filter kernel, so we must
use approximations. There are high quality approximations, but there are also simpler
methods that will give an acceptable result, if not perfect, with asmall computation cost
and trivial math.

16.1 Post-processing

Aliasing can be reduced by low-pass filtering, averaging the image after it is rendered.
Thiswill remove some high frequencies, frequencies near N. The most severe anti-aliasing
will bein those areas, so thiswill eliminate most aliasing artifacts. However, we will not
only remove most of the errors, but also much of the desired signal, and get a blurred
image as result. Bad method!

Filtering removes much of
the error - and much of the
desired signal!

FIGURE 194. Effects of post-processing filtering in the frequency plane

The figure above illustrates the process in a figure much like the previous one. The worst
part of the error, the lowest of the folded frequencies, are removed, which is good, but this
also filters out much of the desired signal that was below the Nyquist frequency!
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16.2 Super-sampling

A similar but much better method is super-sampling. In this case, rendering isdone in
higher resolution, and the result is sampled down to the desired frequency. The down-sam-
pling is done with averaging, which gives us the same reduction of aliasing asin the previ-
ous case, but without eliminating frequencies below the Nyquist frequency.

Suppose that we generate the image at twice the resolution in each direction (that is, 4x the
resolution). The sampling frequency aswell asthe Nyquist frequency isthen doubled. The
errors from aliasing will still appear, but the most noticeable components will be in the
lower frequency range, close to the Nyquist frequency. When sampling down to the final
resolution, the aliasing will be greatly reduced, while the desired signal is preserved. The
following figure shows an example with aline.

Draw in a high-res image Sample down to destination
buffer buffer

FIGURE 195. A line drawn without anti-aliasing and with super-sampling

In the image, the “ staircase” effect should be highly visible in the left image, while the
right image, despite being zoomed, has a softer look. In full resolution thiswill look very
good, close to perfect, and it is merely a 2x2 super-sampling.

Super-sampling can be performed in several ways. One is brute force super-sampling (see
below), where alarge high resolution buffer is used. Another isto compute coordinates at
ahigher, sub-pixel resolution, but accumulate these values in atemporary buffer for the
few pixelsthat are currently of interest.

An important consideration in super-sampling is how much higher the sampling should
be. The practical minimum is 2x2 pixels per destination pixel. When drawing black on
white, this gives us aslittle as 5 possible gray levels, but it is surprisingly good and quite
sufficient for many applications. At 3x3, we get 10 grey levels, and at 4x4 we get 17.

Isit possible to say something about how much better the result is, that is by a measure?
Let’stry. Consider the 1D case. Using one sample per pixel, we have a sampling frequency
that isidentical to the image resolution. As before, we get the sampling rate F and the
Nyquist frequency F/2. All frequencies over F/2 are mirrored down to lower frequencies as
aliasing. Inal real signals, the amplitude tendsto get lower with higher frequencies, so the
lowest frequencies over F/2 will dominate the distortion.

The figure below is a scaled-up version of Figure 193 on page 228.
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Signal folded over the Nyquist
frequency, appears as aliasing

F/2 F

FIGURE 196. Aliasing without super-sampling

Suppose that we sample with twice the frequency. That corresponds to four samplesin the
2D case. We sample with 2F, the Nyquist frequency isF. The averaging to lower frequency
corresponds to afiltering where all signals above F/2 are eliminated. Since the aliasing
was mirrored over F rather than F/2, only frequencies over 3F/2 will end up under F/2 and
cause any distortion! This sounds like a very big improvement, and the visual result is
really much better.

A

Downfolded signal,
most of it is filtered away
by downsampling

F/2 F
FIGURE 197. Super-sampling significantly reduces aliasing

Depending on our rendering situation, the super-sampling may be done pixel by pixel (see
chapter 17), or in abuffer. In the latter case, it may be applied using atemporary buffer
covering only asmall part of the scene, or alarge, full-screen buffer. The implementation
istrivial:

Create atemporary image buffer that covers the area in which you want to draw anti-
aliased primitives, but in a higher resolution. The higher resolution should, for practical
reasons, be in integer steps, like 2x2 times the destination.

« Copy image data from the destination to the temporary buffer, zooming it to the higher
resolution. Zooming with nearest neighbor is quite sufficient.

» Draw in the temporary buffer. Any graphics operations can be used.
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» Copy from the temporary buffer to the source image, averaging to get the final pixel
value.

If you scale by a power of two, e.g. 2x2 or 4x4, the operations are very simple. The aver-
aging can then be reduced to additions and shifts.

16.3 Multisampling

Multisampling is avariant of supersampling, where some optimizations are made possible
by assuming that other AA methods are present, especially texture filtering and mip-map-
ping. Unlike supersampling, where all pixels are rendered individually at a higher resulu-
sion, multisampling will render agroup of pixels (the onesthat will end up asingle pixel)
the same.

For example, if we use 3x3 multisampling, atotal of 9 pixels are averaged to one. If geom-
etry overlaps the pixel, a number of pixelswill be rendered. However, due to individual
differencesin edges, Z-buffer and stencil buffer, all pixels may not be rendered along
edges.

Thiswill give agood anti-aliasing of edges with better performance than supersampling,
but the same memory cost, and it will not help against aliasing in textures.

Figure 198 shows an example.

SS/MS
L 4. 4
v _v buffer adf

Textures

FIGURE 198. Comparison super sampling vs multisampling

The figure shows a 3x3 pixel area, which will be downsampled to one, where to different
sub-areas come from different polygons (white and gray, 6 and 3 pixelsresp.). For super-
sampling, every one of the 9 pixel makes it own execution of the fragment shader, with its
own light calculations and texture access (illustrated in the figure). For multisapling, how-
ever, only asingle fragment execution is performed for each, resulting in the same shade
for all pixelsin each of the two areas. The result is not exactly the same but the error is
generally small and the saving in fragment shading is considerable.
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16.4 Fast approXimateAnti-Aliasing, FXAA

More recently, Fast approXimate Anti-Aliasing (FXAA or FXAA) has become popu-
lar [39]. This is a post-processing anti-aliasing algorithm. Despite what | said
about post-processing before, this gives quite good result for a very low process-
ing cost. The point is that it does selective filtering, not a global linear filter as |
suggested above. Filtering, blurring, is applied only in areas where there are
edges. It should be noted that this approach can case some artifacts, like blurring
edges in textures, and then we are really back at the problems | mentioned before.

16.5 Anti-aliasing in OpenGL

OpenGL has anti-aliasing built-in, in the form of full-screen anti-aliasing. It is so impor-
tant that it has its own abbreviation, FSAA.

FSAA can be achieved in several waysin OpenGL. The easiest isto use an OpenGL
extension, GL_MULTISAMPLE, which is supported on all reasonably modern GPUs. As
the name implies, it uses multisampling. You may also plug in FXAA yourself by code
available on-line.

Anti-aliasing also appears in some other forms, like texture filtering functions and mip-
mapping (see chapter 10).
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17. Ray-tracing and
radiosity

Ray-tracing® is the classic method for generating highly realistic images. | will start this
description by the sub-problem ray-casting.

17.1 Raysfor visible surface detection: ray-casting

Ray-casting isahighly simplified form of ray-tracing. The principleisthat you form aray,
that starts at the “lens’, that is the PRP, passes through a pixel in the image plane and trav-
els out in the scene until it hits something. Only objectsin front of the camera are taken
into account. All intersections with objects are calculated and the closest hit is chosen.

FIGURE 199. Ray-casting in a scene. A ray isformed through prp and a pixel in theimage plane.

Then we know what point in the scene that should be reproduced at the pixel in question.
If al we need is to show the objects with no or simple lighting, no shadows, transparency
or reflections, then we are done. Only calculating the shading from the positions of the

1. “strafoéljning” in swedish
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light sources will produce fairly nice images, but then we could just as well use the meth-
ods described earlier. Ray-tracing will provide ageneral, straight-forward solution to some
of the problems that are hard to manage in the real-time case.

The following pseudo code describes the overall ray-casting algorithm:

for all pixels in the image
forma ray through the prp and the pi xel
calculate intersections between this ray and objects in the scene
if any object was hit
determ ne the cl osest object
calculate the shading at the intersection
el se
set the pixel to the background col or

The ray can be represented at the form q = p + k:v. Thereisreally only one step of the
algorithm that is complicated, to determine the intersections.

17.2 Multi-level rays. Ray-tracing

In ray-tracing we expand the ray-casting algorithm to allow reflection, mirroring in shiny
objects, and refraction through transparent objects. The ray-tracing works in short asfol-
lows:

Initiate all needed rays from the synthetic cameras optic center (prp), one ray through each
pixel in the image. These rays are now dubbed primary rays.

For each ray, call arecursive function which cal culates the intersection between the ray
and the 3D world and returns the closest intersection. In the point of intersection, we may
create new rays, and we may also calculate a contribution from the shading model for that
point on that particular surface. Every ray the function creates eventually returns alight
value, or rather avector of three values, <R, G, B>. These light values/vectors are summed
together and returned as the return value of the function.

Jc=crt

FIGURE 200. A ray isreflected and refracted in mirroring and transparent objects

Thus, when aray hits an object, we may create up to two rays, one reflected and one
refracted ray into the object. The direction for each ray is calculated so they can be traced.
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If there are many reflecting objectsin a scene, aray may be reflected many times, even to
an infinite depth. In order to limit the computational complexity, we should decide upon a
maximum recursion depth, the maximum number of times aray may be reflected or
refracted. When the maximum depth is reached, | would suggest that no light at all is
returned, that is black. (Why is black better than the background color?)

The pseudo code below roughly describes how a ray-tracer works. The recursive function
RayTrace takes three parameters: the starting point p0, its direction u and the recursion
depth depth.

functi on RayTrace(p0O, u, depth)

if depth > max then return BLACK

u := Findlntersection(pO, u) // Returns nmore data, see bel ow
if uw <=0 then return BACKGROUND CCOLCR

Il oc :=0
IR 0
T 0

TR

if ka# 0 and kd # 0 and ks # O then
Ilocal := ka*la + 3 (diffuse shading + specul ar shadi ng)
[/ Sumis for all visible |light sources

if kR# 0 then
R := Calcul ateRefl ection(u, N
IR := RayTrace(p0 + p*u, R depth+l)

if KT 2 0 then
T := CalculateRefraction(u, N hl, h2)
IT := RayTrace(p0 + u*u, T, depth+l)
return llocal + IR+ IT

This pseudo code is not complete, but it contains the essentials. Note that the subroutine
FindIntersection returns avalue p which tells exactly in which point the ray intersects the
object.

The subroutine Findl ntersection can be very complex. The task to find the closest intersec-
tion implies, in afull-fledged ray-tracer, not only to calculate intersections with single
objects, but also to handle a subdivision of the scene that limits the number of intersection
tests. It should return some kind of object reference from which we can get all needed
information about the closest object, including the parameters kd (reflectivity for diffuse
reflection), ks (reflectivity for specular reflection), kR (mirroring), KT (transparency), hl,
h2 (material constants for refraction).

Also, the calculation of Ilocal is more complex than what shows in the pseudo code, since
it includes shadow rays that are needed for determining whether a point is shadowed.

The shadow rays, together with the functions Cal cul ateRefl ection and Cal cul ateRefraction
are what makes this aray tracer rather than merely aray-caster.
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17.3 Reflections

The most typical feature of aray tracer isthat it can handle reflecting surfaces. When aray
hits a reflecting surface, the reflected ray is calculated. Thisis very easy to do, given the
normal vector of the surface, as we saw earlier when calculating shading. In this case,
instead of an outgoing vector towards the light source, we have an incoming ray. This
gives us adlightly modified formula:

R =u- (2u-N)N

17.4 Refraction (Transmission)

A feature almost as typical as reflection for demonstrating ray-tracing is refraction, the
changein direction for light transmitted into a transparent object. It is very common with
things like glass ballsin ray-traced images.

Refraction is, however, amore complex problem than reflection. The refraction not only
depends on the incoming angle, but also on the speed of light in the materials, which
resultsin different refraction index. The outgoing angleis afunction of the incoming
angle and the refraction indices. In this section, | will describe a method that derives the
transmitted ray in a straight-forward way, known as “Heckbert's method”. [12]

FIGURE 201. Refraction

In the figure above, u isthe direction of the incoming ray, N is the normal vector of the
surface and T is the transmitted vector, which is what we want. We also define the angles
6; asthe incoming angle between -N and u, 6, is the outgoing angle between -N and T.

Refraction follows Snell’s law, where n; is the refraction index of the material thelight is
arriving through and n, is the index for the material that it enters. The refractive index is
defined as the speed of light in vacuum, c, divided by the speed of light in the material, v.

=C
=9
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Initssimplest form, Snell’s law is written:
sin®; = U (xine,
Ny

Since we only use the ratio between the densities, we can define

i ]

]
= |J
= =

Note that cos 6; is easy to find; If the incoming direction vector and the surface normal are

both normalized, you get cos from the dot product. Similarly, you get the sin from the
cross product. So, let cos 6; = -u-N.

Then we can find the components parallel and perpendicular to N:
Upar = -COS BN
Uperp = U + COSB;N
The reflection vector comes for free here:
R = Uperp - Upar =U-2C0sE; N

which is the same as mentioned in the previous section. However, now we will use thisto
create the transmitted ray too. The refracted ray will bein the plane that is defined by N
and Uperp- Normalize Uper

M = perp

|Uperpl

and we have an orthonormal basis vector pair asN and M. The final result that we are
looking for will the vector components along each of these basis vectors.

T=sn6,M -cos6, N

Since sin 6; isknown, sin B, can be calculated directly from Snell’s law (above). Finaly,
cos 6, is calculated from sin 6, by standard trigonometry:

cosB, = Jl—(siner)z

At this point, we have the solution; we know M, sin 8, and cos 6, so we can calculate T. So
we could stop right here.
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However, let’s go one step further. We can rewrite and get a more compact solution. M can
be rewritten as

M = Uperp _ u+ cos6;N
|Uperp) sinG,
Insert that into the T formula and we get:
T S, AN 6, N
= ——(u + . —
sine-(u cosB;N) — cos6,

|
Snell’slaw appearsright in front of us, and by replacing the sin ratio by n, we get

T = nu+ (ncosB; —cos6,)N

Snell’s law must kick in once more to convert cos 6, to a function of known parameters:

cosf, = /1—sin? P = Jl—nzsinzei = Jl—nz(l—coszei)

and thefinal formulais

T = nu+(ncosy, —Jl—nz(l—coszei))N

Thus, although refraction may seem complicated, it isfairly straight-forward to derive
through the geometry.

How about color effectsin refractions, rainbow patterns? That happens since the material
constant n varies with frequency. In order to produce such effects, you must process dif-
ferent frequences separately and make ) afunction of the frequency.

Finally, note that it may happen that cos 6, < 0. When this happens, no transmitted ray
should be created. Thisis a perfectly valid case of total internal reflection and no error.

17.5 Shadows and shadow rays

One of the most important features of ray-tracing is one that you hardly notice, except
when it is missing: shadows. In real-time systems like OpenGL, it is pretty awkward to
create shadows. It is possible, but there is no general way that always creates good results.
In ray-tracing, however, shadows are easily created with decent quality, and the quality
can be improved simply by increasing the processing power.

Whenever a surface has ka, kd or ks # 0, shading should be calculated from the surface
parameters and the light sources. However, if alight source is occluded, it should not con-
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tribute. Thisistested by creating rays from the surface to every light source that can poten-
tialy contribute.

-

~
// \ Occluding
object

prp

FIGURE 202. The shadow ray testswhether or not a surface point isvisible from the light source
or not

Such aray is called ashadow ray. Itsonly purpose isto test whether we have afreeline of
sight between a point light source and some surface point. It does not provide any means
for taking indirect light into account, from neither diffuse objects, mirrors, or even trans-
parent objects. Thus, the shadow of atransparent object will be just the same asfor an
opaque object. So the model is highly approximative, but still good enough to give us
sharp-edged shadows in asimple way. Aswe will seein later sections, it can also create
soft shadows.

The shadow ray is performed in the following way. Whenever you calculate lighting for a
surface point:

* create one shadow ray for each light source

* test whether the shadow ray intersects any objects between the surface and the light
source, but create no secondary rays!

« only if no intersection was found, calculate the contribution from the light source for
the light level in the surface

Note that the amount of calculation grows linearly with the number of light sources. Thus,
using many light sources can be computationally cumbersome. Thisis a problem that the
method shares with most shadow cal culation methods.

17.6 Numerical problems

When you create aray from a surface, you can do that in the form q = p + k-u, where k=0
at the starting point. Then it seems simple to detect the next surface, once you calcul ate the
intersection with all possible candidates. Isn’t that just to pick the smallest one that is

larger than zero? If you do that, you may get some strange false hits. The problem issim-
ply numerical errorsthat causes you to sometimes find the originating surfaceitself, with a

k value that may be 10" or something similar. This should not be an unexpected problem,
but the problem iswhere to put the limit between calculation errors and real hits. You may
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pick some more or less arbitrary minimal level for k (possibly after analyzing how large
the errorsreally are). You may be tempted to simply ignore the originating object, whichis
just fine for areflecting object, but less so for a transparent one!

17.7 Speed optimizations

The most obvious drawback with ray tracing isthat it is computationally demanding.
Real-time ray-tracing was for a very long time a completely unreasonable dream. Today,
with modern shaders, it is not as unreasonabl e any more, but only if great attention is made
on speed optimizations. In particular, any serious ray-tracer must include some kind of
method to limit the number of intersection tests that are needed for every ray. Generally
speaking, thisinvolves some kind of partitioning of 3D space so that objects can be
grouped and discarded collectively, a problem that appears in severa other placesin com-
puter graphics (collision detection, VSD). A common method is to subdivide the world
into an octree.

Nm

L

)

FIGURE 203. Subdivision of spaceinto a quadtreeto simplify searches

In the figure above, you see a simple scene subdivided to a quadtree, the 2D version of
octrees. The principle is the same; the sceneis split at the highest level into 4 parts (8 of
octrees). Every part (node) that contains more than one object is split again, recursively,
until the leaves of the tree have reached a smallest alowed size or only contains one
object.

There are other approaches to this problem, like binary trees (e.g. BSP trees), grouping of
nearby objects with enclosing spheres, and many other methods.

17.8 Multipleraysfor anti-aliasing and effects

Ray-tracing, like other computer graphics, is plagued by aliasing problems. If you only
send one ray for each pixel, you will get highly noticeable aliasing, especially in areas
with high frequency textures. Also, edges will appear jagged.
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As mentioned in section 16.2 at page 229, super-sampling is an easy and efficient way to
reduce aliasing problemsin computer graphics. Thisis easy to do in ray-tracing; simply
send severa raysin aregular pattern.

RN
N

RN
RN
R
AN

Four rays will reduce aliasing considerably, 9 rays even more. Thisisfully equivalent to
generating an image in a higher resolution. Thus, it is super-sampling, but not the “brute
force” super-sampling mentioned earlier, since we never have a higher resolution image.

./

FIGURE 204. Super-sampling, e.g. 4 raysin aregular pattern

For best result, some care must be taken in designing the filter function for the down-sam-
pling, but thisis actually of minor importance. What is more interesting is that a signifi-
cant quality improvement can be achieved by not sending the raysin aregular pattern, but
instead sending them in arandom pattern!

FIGURE 205. Ray-traced image, detail. Left: no anti-aliasing. Middle: 2x2 super-sampling. Right:
2x2 distributed ray-tracing, 4 random rays

What happens here is that the randomness very efficiently “drowns’ the aliasing in noise!
If you live in the delusion that noise is something bad, remember that noise is always
present, we are used to seeing it all the time, while aliasing is a much bigger problem.
Noise is good up to a certain degree, as mentioned earlier. Only when the noise is higher
than the signal, the message fails and we perceive a bad image. Otherwise, noise is beauti-
ful!

Thistechnique, to send many rayswith random variationsin direction, is called distributed
ray-tracing or jittering. So, jittering aray meansthat we vary its direction. It is not only
used for anti-aliasing, but also for many other effects. It all depends on where you make
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the variation, where you split the ray in many and how the direction is varied. Some effects
that can be achieved this way include:

* (1) Depth-of-field effects. Lock the primary ray at a certain distance from the camera,
vary the direction but always pass through this point.

(2) Gloss, fuzzy reflections (diffuse reflections with mirroring): Jitter the reflected ray.

(3) Fuzzy translucency: Jitter the refraction ray.
(4) Soft shadows: Jitter the shadow ray.
(5) Motion blur: For different rays, vary positions of objects over time.

The numbers above correspond to the numbersin the figure bel ow.

— J— VCamera

(5) (@D} (Anti-alias)

(2)

FIGURE 206. Jittering effects. Seetext for numbers.

We do not go deeper into this, we only note that they are achieved in away that is similar
to anti-aliasing, above. Also note that many of these effects apply equally well to real-time
rendering. If you have time to render several images for each frame (which is perfectly
realistic today) you can generate several images with variationsin one or more parameters.
The easiest ones are probably motion blur, depth-of-field and anti-aliasing.

17.9 Ray-castinginagrid

Ray-casting, ray-tracing with only a primary ray, is briefly mentioned above as a method
for visible surface detection.

Ray-casting comesin many flavors. Common to al isthe principle that you cast rays from
the camerainto the scene, and find intersections with objects. Most commonly, we discuss
casting raysin aworld of 3D objects, polygons, quadric surfaces, etc. However, a special
case iswhen you cast raysin agrid.

A classic ray-casting in agrid isthe ray-casting in the game Wolfenstein 3D. In that game,
the world was 2D, and all walls were the same height, aligned with the coordinate axes.
They were even the same length, since each wall section corresponded to exactly one grid
space.

242 Ray-tracing and radiosity



Wolfenstein 3D was one of the very first texture-mapped 3D games, and thisray-casting is
also simple and demands little computation. Oneray is cast into the grid for every column
in theimage. Theray is cast by calculating points where the ray moves to another grid
space, and as soon as an occupied grid space (awall) isfound, it returns. The height of the
wall is calculated from the distance to the wall found.

N

FIGURE 207. Ray castingin a 2D grid

This was combined with scaled sprites, using a one-dimensional Z buffer to make them
obscured by walls etc.

It can be tempting to believe that this method is obsolete, now when much more sophisti-

cated graphics is mainstream. However, the same method, but in 3D, isin frequent use for
visualization of 3D volumes. Thisis mostly used in medical applications, to visualize vol-
umes reconstructed from X-rays (by computer tomography).

17.10 Morerealism: Radiosity

And now for something completely differentl. Thecitation aside, it real ly is. Radiosity isa
fundamentally different concept for rendering highly realistic images. This method is
based on a more realistic light model than what we have been using so far. The model
describesthe light exchange between diffusely reflecting surfaces. Unlike both ray-tracing
and the three-component model, radiosity models indirect light. In radiosity all surfaces
are distributed light sources, no more point light sources! The light intensity emitted from
each surfaceis calculated as afunction of al incoming light, plus any self-emission in the
case that the surfaceisa*“real” light source. The primitive ambient light parameter from
the three-component model is replaced by a much more complete model of the complex
light exchange in a scene.

1. Famous quote from Monty Python. All university lecturers over-useit, always.
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Radiosity is avery important model, which apart from the obvious, to useit for rendering
realistic scenes, is also used for pre-process scenes for real-time rendering, to calculate

light mapping.

17.11 Theradiosity model

To keep the situation reasonably simple, we assume that all surfaces are Lambertian sur-
faces, perfectly diffuse surface elements. The energy emitted from one surface element is
proportional to its area, and varies linearly with the solid angle that the surface element
fillsin any given angle.

A surface element emits energy which is the sum of reflected energy and the emission of
the surface:

Energy - area = emitted + reflected

Imagine asmall number of surfaces that form an enclosure, akind of box where all sides
but one are thick, opagque ones, and one is a thin paper with alamp nearby. The paper
emitslight into the box while the other surfaces only emit reflected light. We know exactly
how much light that enters the system, and we disregard all light exchange with the out-
side. Then, how much light is emitted from each surface inside the box?

Apparently, the problem isto model the reflection of incoming light, from all surfaces that

are visible from each surface, and through them indirect contribution from other surfaces.
The whole exchange can be described by the following equation:

Bk . dAk = Ek'dAk + RkIBijdek

The equation describes how the emitted light from a surface k, By, can be calculated from
the surface emission E, and the light exchange with all other surfacesj, their emitted light
B;, by using the form factors Fy.. Ry isthereflectivity of the surface. In practice, we do this
with alimited number of discrete surface elements. Thus, we switch to a discrete form.

The emitted light from a surface is the sum of its emission E, and the sum of al incoming
energy Hy timesthe reflectivity of the surface:

By = Ex + RHy
The sum of incoming energy is written:
Hk = szij
which gives us the radiosity equation:

Bk = Ek + szB]ij
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See the following figure.

Surface element |

.

Surface element k

FIGURE 208. Thelight energy emitted from k is given by its own emission E, and incoming light
energy Hy

If the model consists of N surface elements, this equation |eads to an equation system with
N equations and N unknown variables (B). Thus, the equation system can be very large,
but it appears to be solvable with straight forward equation solving methods. For scenes
that are very complex, many surfaces are often obscured. That |eads to a sparse matrix
with many zeroes, and in such a case there are more efficient methods for solving the
equation system. We will not go into them here though.

The result isthe radiosity, the emitted light energy, for each surface. Light energy is not
necessarily the same as light intensity, but we can assume that for our purposes.

As several times before, | have only described how to solve the problems for grayscale.
For full color, the system is split into ared, green and blue system that are solved sepa-
rately. Note that any inter-dependency between the channelsis then ignored. It isasimpli-
fication that will rarely be noticeable.

When the light energy, and thereby the intensity, is calculated, al itemsin the scene can be
rendered. They must be rendered with some kind of interpolation to avoid visible edge
artifacts, that is, not with flat shading. A suitable choice is Gouraud shading. This can
sound odd for anyone who knows that Gouraud shading is avery crude approximation, but
it is often quite enough since surfaces are diffuse (no sharp highlights) and the difference
between neighbor surface elements thus tends to be small.

17.12 Calculation of form factors

The biggest problem is to calculate the form factors Fy.. All the form factors F,c define a

large matrix, with one element for each possible pair of two surface elements| and k,
which tells how much of the energy that is emitted from j that hitsk. It is defined as:
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Fjk = energy to k fromj / total energy fromj.

Fjk depends on how much of k's surrounding that isfilled by j, depending on its solid
angle and obscuring surfaces.

Except for obscuring surfaces, thisis basically a matter of calculating the solid angle,
whichisrelatively smple. However, obscuring surfacesin a complex sceneisahard prob-
lem, in general one of the most complicated problemsin computer graphics, especialy for
very large scenes. (See chapter 13.)

One method to calculate form factors is based on rendering the scene with flat shading.
(Note how outdated, useless methods tend to show up as useful tools in other contexts!)
Consider avirtua half cube, with five sides, placed around a surface k for which we wish
to calculate all form factors F.. We set up the camerawith the prp in the center of the sur-

face k, and the viewing plane in one of the five surfaces. Now, render the scene as an
image on one surface at atime. It is done with flat shading, no anti-aliasing, and with one
unique color for each surface element j! The procedure results in five images. Make a his-
togram for all these images, that is a count of the number of pixels with each possible
color. The count tells how many pixels that each surface element j has contributed with,
and this can be used as an approximation of the actual visibility.

) / i

pd y

FIGURE 209. Enclosing half cube for approximation of form factors

You might recognize this method as related to a method for calculating the PV'S, poten-
tially visible set, page 165.

17.13 Splitting surface elements

For producing good results with the radiosity model, it is of high importance that thereis

not too much light variations on one single surface element. A surface element isrendered
in one specific color, and the only variation that is alowed is interpolation to neighbor ele-
ments. Thus, areas with strong variations need to be split into several parts. Thistypically
happens at edges of shadows and similar situations.
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FIGURE 210. An areawith much variation must be split into many

Obviously, this makes the rendering more complicated, and the whole splitting procedure
must be redone if objects are moved.

In practice you can start with a rough subdivision, with a small number of surface ele-
ments per surface, and do step-wise refinement, iteratively, after some kind of check for
what areas that need more detail. For example, one can check the difference intensity
between neighbor surface elements, and split if the differenceistoo large.

17.14 Radiosity through step-wise refinement

One method for solving the radiosity equation system is calculating through step-wise
(progressive) refinement. In the first iteration, light from light sources (surface elements
with emission) is transported to elements lit by those elements. The light then passes from
surface to surface until a certain depth, or a sufficiently good approximation results. When
the incoming light to a surface is small enough, that part of the process can be stopped
since it will no longer make significant contributions. An interesting advantage with this
method isthat it is possible to display a preview practically immediately.
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18. More about shader
programming with GL SL

Shader programming has moved from advanced cutting-edge technology in 2001 to main-
stream and a must for modern computer graphics. In my courses, it debuted in the
advanced course, moved to the advanced end of the main course in 2008, and now it has
moved to be an integrated part of all computer graphics programs.

We have been discussing GL SL many times through the book. This chapter is a container
for all odds and ends that have been left or not discussed in detail. There are no examples
here, they have all moved to relevant parts of the book.

Up to 1996, many computer graphics programmers were busy optimizing software imple-
mentations, especially implementing texture mapping and Gouraud shading in real-time
polygon renderers. Then came 3dfx with the Voodoo 1 board, and the software path
quickly got scrapped. What was worse, the fixed functionality of the hardware pipeline,
with its limitations, was then the only way, and you could ask why you would need to
know low-level graphics any more.

But in 2001, the tide turned again, with the GeForce 3 that introduced programmable
shaders. Since then, the power of the shader programs has grown to compete with the
CPUsthemselves. The current GPUs are powerful massively parallel processors. They can
be programmed in special languages. One of those languagesis GLSL, OpenGL Shading
Language. Thereby, a new kind of low-level control was provided to graphics program-
mers.

In thisbook, shadersand GLSL are used to illustrate and apply computer graphics, and the
coverageis as needed for our purposes. For a more thorough description and reference,
there is documentation available on-line from OpenGL.org. The physical referenceisabig
book called “OpenGL Shading Language”, the so-called “ orange book”. [3]

Originally, there were two separate sets of shader processorsin the GPU. Starting with the
GeForce 8000 series, we got a unified architecture, where all shader processors are alike,
they are only assigned the task of vertex or fragment processing. The model with two
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kinds of shaders, presented here, still holds but is no longer describing the hardware asiit
used to, but rather describes the tasks.

When | originally assembled thisinformation, | was working with GLSL 1.0 and OpenGL
1.5. With OpenGL 2.0, GLSL became an official part, and with OpenGL 3.2 we focus
even more on shaders. The Fermi architecture arrived in 2010 and changed the rules again.
Things are changing rapidly.

18.1 Shading languages
There are no less than four different shading languages for modern GPUs.

Assembly language: Thiswas common in the early days of shader programming, but has
been phased out. The support for it is no longer updated.

Cg: Cg standsfor “C for graphics’ and is developed by NVidia
HLSL: HLSL stands for “High-level shading language”, developed by Microsoft

GLSL: GLSL standsfor “OpenGL shading language” and is a part of the OpenGL stan-
dard.

The assembly language is best avoided for new devel opment. The choice between the oth-
ers depend on platform as well as practical need (and taste). GLSL is part of an open stan-
dard, and highly portable. The choiceis not obvious, but GLSL is avery strong candidate.

18.2 GLSL - OpenGL Shading L anguage

GLSL isalanguage that reminds of C. Thisis not necessarily a good thing, but the design
of GLSL avoids most negative sides of C and makesit very nice and easy to learn. You
may have heard people making sour comments about technol ogies “made by a commit-
tee”, asif that was bad. Thisis one such technology, and the result definitely speaksin
favor of “committee designs’.

The syntax is somewhere between C and C++. Syntax is just syntax, though, and it has
few of the most central partsof C and C++. Cismainly apointer processing language, and
GLSL has no pointers. C++ is C plus object-orientation additions. GLSL has no classes.
So which are then the similarities?

So there are no classes, and no need for any. Since the processors the programs run on are
limited, the code tends to be straight and simple, understandable both by language design
and the problems that it should be applied to.

Rather than comparing only with C/C++, | would say that GLSL is one of the many
descendants of Algol. Even though almost nobody uses the original Algol language today,
most languages are based on it and it is easy to move between them. We all use Algoal,
without knowing it!
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18.3 A summary of the GL SL language

It is unreasonable to try to fit afull specification of the GLSL language in abook like this.
What you have here is more intended as an introduction and quick reference. | will, in
rather brief terms, deal with

* the character set

* preprocessor directives

e comments

* identifiers

* types

* modifiers

* constructors

* operators

 built-in functions
 built-in variables

* how to activate shaders from OpenGL
e communication with OpenGL

18.4 Character set

Alphanumeric characters. a-z, A-Z, , 0-9
A %<>ST]{IN&~=":;?

# for preprocessor directives (1)

space, tab, FF, CR, FL

Note that it accepts all line-breaking standards, CR, LF and CRLF! The languageis case
sensitive.

Characters and string variables do not exist! You can not use ‘a’, “Hello” etc.

18.5 The preprocessor

To me, it is somewhat alarming that GLSL has such an arcane concept as a preprocessor.
However, itsuse islimited to fairly good purposes. It accepts #define, #undef, #if etc.

_VERSION _ isuseful for handling version differences. It will hardly be possible to avoid
in the long run.
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#version is used to specify what GLSL version the shader uses, so the driver can compile
accordingly.

#include does not exist!

18.6 Comments

Thisis nicely shown by example:

/* This is a comment
that spans nmore than one line */
/1 but | usually prefer single-line coments

So thisisjust as usual. So use comments to document your code well!

18.7 ldentifiers

Identifiers are mostly like C: they consist of arange of alphanumeric characters, and may
not start with adigit. However, there are many predefined identifiers. Theseuse gl as pre-
fix. You can not use the gl _ prefix for any variables that you declare yourself!

18.8 Types

There are some well-known scalar types:

 void: return value for procedures

* bool: Boolean variable, that isaflag

* int: integer value

* float: floating-point value.

However, long and double do not exist.

Vector types are more interesting. There is a number of standard types for vectors and
matrices.

* vec2, vec3, vecd: Floating-point vectors with 2, 3 or 4 components
» bvec2, bvec3, bvec4: Boolean vectors

e ivec2, ivec3, ivecd: Integer vectors

e mat2, mat3, mat4: Floating-point matrices of size 2x2, 3x3, 4x4

18.9 User defined functions

You can, like in most languages, define functions in order to encapsulate code parts that
you need to reuse, or only to structure the code. Surprisingly, this featureis not very
important in shaders.
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Your functions look almost like a C function, except that you can’'t use a pointer to a vari-
able, like C does to define variable output parameters. Instead, the keywords in, out and
inout are used.

in: input only parameter, read-only (default)
out: output only parameter, not readable until we have written something to it
inout: both input and output, read and write allowed

Thus, afunction can look like this:

voi d M/Function(in vec3 sonel nputData, float al solnputData, out vec4
sormeQut put Data, inout variabl eDat a)

(code here)

However, user defined functions are not as useful as they seem. Shaders tend to be fairly
small. Thereisrelatively little need to reuse code within a shader. Also, recursive func-
tions are not allowed!

18.10 Modifiers

So far things were simple. Now let uslook at something of greatest importance: modifiers.
Modifiers declare how variables are meant to be used. In standard C we have modifiers
like static and extern. In GLSL the needs are very different. There are a number of modifi-
ersto choose from. This set isdifferent in older versions of GLSL and newer, and we need
to cover both since thereisadistinct risk that you work on systems where the new modifi-
ers are not yet supported.

The old ones are safe for the foreseeable future. They are: const, in/out and uniform. If a
variable is declared without any of these, then its usage depends on whether it is declared
inside afunction or not, that isit islocal or global over thefile, and can be read and written
as desired.

const denotes a constant, set at compilation time and can not be changed.

Arguments from OpenGL are called attribute and uniform variables. An attribute isinfor-
mation defined per vertex (passed from the host as arrays, e.g. the vertices themselves,
normal vectors, texture coordinates...), while a uniform isinformation defined per primi-
tive. Thus, attributes can be different for different vertices within a primitive while a uni-
form must be the same throughout a primitive. Uniform variables are declared unifor m.
Attribute variables are declared in.

Variablesthat are interpolated between vertices, written in the vertex shader and read by
the fragment shader, are declared out in the vertex shader and in in the fragment shader.
Examples of interpolated variables include texture coordinates, normal vectors for Phong
shading, vertex colors, light intensities for Gouraud shading...
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18.11 Moretypes
There are no pointers!

There are data structures, records. They are called “ struct” and are used essentialy asin C.
Arrays, too, work mostly asin C, except that the pointer/array confusion is gone. You
declare and use them with brackets: “[* and “]”.

18.12 Communication with the host program

If your shader program has no other data than the built-in variables, such as vertices and
normals, you can do many interesting things, but have no means of adjusting the behavior
with other parameters. In order to send arbitrary data from OpenGL to GLSL, the host
program can set uniform and attribute variables that GLSL can read, and that can change
in run-time.

Thereis, however, no communication in the other direction. The only output from GLSL
are the fragment colors. So let usreturn to the passing of datafrom OpenGL. What you do
in your OpenGL program is to send name and address of your variablesto GLSL through
special calls. For example, let us take the case that you want to pass a float as auniform
variable. Thisisdone like this:

float nyFl oat;
Alint |oc;

loc = gl Get Uni formiocation(p, “nyFloat”);
gl Uni formif (1 oc, nyFloat);

In thisexample, p is areference to the shader program. (How to get thiswill be explained
in section 18.18 at page 257.) The call glGetUniformL ocation gets a reference to the loca-
tion of the variablein the shader’'s memory space, the information that glUniform needs to
pass on the value to GLSL. Then the matching variable in GLSL will get the value. In
GLSL, itisdeclared:

uni formfloat nyFl oat;

Note that the variable name can be different in your OpenGL code and your GLSL code.
The string that you pass to glGetUniformLocation is the connection, it must match the
name that you usein GLSL!

18.13 Constructors

As | mentioned before, there are no objectsin GLSL. It may then seem strange that the
concept of constructors, which isan OO concept, exists, but that isamatter of words more
than computer science. A constructor in GLSL israther amatter of type casting and initial-
izing of variables. Thus, you can not write your own constructors. Some examples:
int(b);

float(a);

bool (a);

a
b
c
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These examples simply cast between types. In my humble opinion, it is a nicer, more read-
able way of expressing type casting.

Constructors get more interesting when we move to vectors. When you assign a vec4 by
passing four floating-point values, it is perfectly natural:

vec4 color = vec4(1.0, 0.5, 0.0, 1.0);
However, what is not quite as obvious is that you can use constructors to go between dif-
ferent number of components, and it does not have to be by passing exactly the compo-

nentsin question, but GLSL also supportsalot of shortcuts. For example, you can “cast” a
single float to avec4. Thislooksjust likein C++ or Javal

color = vec4(1.0);

What is that supposed to mean? It sets all componentsto 1.0! And then we have this case:

vec3 a = vec3(color);

It copies the three components that fit and skips the fourth one.

18.14 More vector operations

Since vector operations are so important, the shortcuts in constructorsis just the begin-
ning. Vectors can be accessed one component at atime, or collectively:

a=b +c;

or

Lo
N << X
mnoo
oo
N < X
+ + +
0oo
N=X

There are three synonymous sets of namesfor the components, x,y, z,w-r,g, b, a-s,t, p,
g. Obviously, xyzw are meant for spatial coordinates (where w is the homogenous coordi-
nate), rgba are meant for color information, and stpq are meant for texture coordinates.
However, using the wrong set is not necessarily forbidden. Rather, it is generally alowed.
GL SL does not know what you want to do with your data.

A particularly neat, but somewhat strange, feature is the swizzing feature. With swizzling,
you can create a vector from the parts of another, without constructor:

vec2 v2 = v4.rg;
vec3 v3 = v4.Xxyz;
v2 = v4.st;

It is even alowed to make the components change order:
v3 = v3. bgr;

and you can duplicate components as desired:
vecd v4 = v3.barb
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The most obvious use for swizzling is the case where you want a part of a vector (e.g. st)
but converting between texture formats (like rgba to abgr) can also be useful. But less
obviousisthe possibility to move data around for more advanced algorithms. There are
cases when you want to pack non-image data into textures, and reading that out in the
proper way may benefit from this kind of features.

Most vector operations do what you expect.

vec3 v3 = {1.0, 2.0, 3.0};
float f = 1.0;
v3 = v3 + f;

produces{2.0, 3.0, 4.0}
Multiplication of two vectors multiply them component by component, returning a vector.
Multiplication of a matrices and vectors work as expected.

Dot and cross product are performed by built-in functions, dot() and cross().1 The function
length() returns the length of a vector, its norm. The function normalize() returns a nor-
malized version of the vector. And finally, there is even afunction called reflect(), which
calculates amirrored vector!

18.15 Predefined functionsin GL SL

GLSL has plenty of predefined functions, primarily mathematical functions. If you expect
it to be there, it usually isthere. And there are plenty of things that you might not have
expected.

Trigonometry: sin, cos, atan...
More math: pow, exp, abs, fract, mod, min, max, clamp...
Geometry: length, dot, cross, normalize, reflect...

Local derivative (for bump mapping): dFdx, dFdy

18.16 Predefined variablesin GLSL

A few built-in variables exist that are worth mentioning.

Vertex shader, output data:

Most important, must be written:
gl _Position

1. Guesswhy | prefer using a dot for dot product when the name is“dot” evenin GLSL?
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You may also want to write:
gl _PointS ze

Fragment shader, input data:

There are some special input variables for the fragment shader:
gl _FragCoord, gl _FrontFacing

Fragment shader, output data:

And there are also special output:
gl _FragCol or, gl _FragDepth

Thereisalso “discard”, which is not avariable but a control statement, which signals that
the fragment is not to be written to the frame buffer.

Constants:

Again, asdection:
gl _MaxTexturel magenits (at |east 16 exists)

18.17 Noisefunctions

Noiseis, as| have mentioned in chapter 17, not a problem but a feature. Real lifeisnoisy,
so we want noise. In order to simulate real-life structures, one of the most essential ingre-
dientsis noise. The applications are simply too many to mention, they include waves on
water, they include alayer of fine-grained noise to make a low-res texture look right, and
they include the random parameters in the creation of a plant by afractal. Not least, we
often need static noise, random sets of data that will not change over time.

GLSL includes noise functions, but | would claim that these functions are not quite trust-
worthy yet in my experience. On many reasonably modern systems, they return nothing.
By all means test them, but there are two other ways to add a little noise to your life:

» Random generators written in GLSL
* Noisetextures

The latter is very easy to control. Its main drawback is that they take up preciousVRAM.

18.18 Compiling and running shadersfrom OpenGL

Now it istime to move back to OpenGL. When you want to run a shader program, you
need to load it into memory, compile and execute. Thisis done in two steps.

1) Initialization and compilation
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You should do this before your animation is running. First you create a“ program object”
and “shader objects’, pass source to them and compile.

PROG = gl OreateProgran();

/1 Vertex shader:

VERT = gl O eat eShader (G._VERTEX _SHADER) ;

text = readTextFil e(“shader.vert”);

gl Shader Source( VERT, 1, text, NULL);

gl Conpi | eShader ( VERT) ;
/1 Fragnent shader:

FRAG = gl O eat eShader (A._FRAGVENT _SHADER) ;
text = readTextFile(“shader.frag”);

gl Shader Source(FRAG 1, text, NULL);

gl Conpi | eShader (FRAG ;

/1 Attach and |ink

gl Att achShader (PROG VERT);
gl Att achShader (PROG FRAG ;

gl Li nkPr ogr am{ PROG) ;
2) Activation

You activate your shader like this:
gl UsePr ogr am( PROG) ;

and then it is used for following rendering. When you don’t want it any more (when you
move to surfaces that do not use your shader), you can deactivate it with:

gl UseProgran(0);

Together with the variable communication, section 18.12 at page 254, thisis pretty much
what you need to add to your OpenGL toolbox.

18.19 Debugging shader programs

Debugging your shader isasomewhat special experience. You are probably used to debug-
ging either with a debugger, single-stepping, setting breakpoints, inspecting variables etc.,
or with the glorious! “ printf debugger”, that is adding temporary debugging output on std-
out/stderr. None of these work here.

Just imagineif GLSL had a printf! What would it do with it? For a 1024x1024 image, a
single printf in your shader will output over amillion lines per frame. And how should
they reach you? There is no output for text!

Thus, we use other tricks.

e Compiler error messages, the InfoLog

» Signaling with the vertex shader

» Signalling with the fragment shader

1. Irony

258 More about shader programming with GLSL



» Use simple geometry

The InfoLog, which you get with glGetPrograminfolL og() and getShaderinfoL og(), issim-
ply the output from the compiler, where you get messages about compilation and linking
results. There may be error messages, warnings and more. The exact content depends on
the GPU manufacturer. In any case, do not pass on thisinformation. Thisiswhere you
start when compiling ordinary programs, so start there here too.

Signalling with the shaders is a powerful technique that is the closest we get to printf
debugging. When you want to know whether a certain statement holds, make an if state-
ment and make some highly visual change depending on the result. Set the color to bright
red, move avertex dramatically... If you need many pieces of data, test what pixel coordi-
nates you work on and do different tests for different pixels.

When testing a shader, don’t do it on a complex shape. When you have problems, they are
often easier to analyze on a cube than on the Stanford Bunny.

18.20 Development tools

It is highly impractical to develop shadersin abig application. Like any complex algo-
rithm, you should debug it properly in a“sandbox” environment where you get to the point
right away. You don’t put a glittering diamond with a nice shader for translucency effects
at the end of agame level so it takes 15 minutesto get there after every change! You put it
there once the shader is perfect.

A shader development tool is really something pretty ssimple. It will typically include

* Aneditor for editing the shader source-code

e A command for compiling

* Running the shader on some model

» Display the InfoLog

Two such shader development tools are Rendermonkey and OpenGL Shader Builder,

However, making a small application that does all or most of this yourself is not avery
complex task at all.

This covers the essentials of GLSL. You are encouraged to find the GL SL specifications
and the OpenGL quick reference card on-line.
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19. Final words

The book is near its end, and every good story should have an ending.

19.1 What did not fit here

Sincethisis acourse book intended for students who do not have to have taken any other
graphics courses before this, and the courseislimited in size, anumber of quite interesting
topics have been skipped, only briefly mentioned, or introduced with little detail. Since |
have no intentions of keeping them secret to you, | want to mention them here. | deal with
these in the second volume, which isthe course book for the advanced game programming
course. Just as with this book, there are plenty of good, bulky, expensive books that could
be used for that course... except that they are just that.

Some of these additional topics are not at all hard to learn. | do not in any way claim that
all of them are necessarily very advanced, | just say that they did not fit in this course, so
you do not have to learn them to pass this course.

So hereisalist of topicsthat are to come:

» Real-time shadows including ambient occlusion

» Stencil buffers

» Framebuffer objects

* Skin & bones animation

» Deformable objects

» Caoallision handling and game physics

« Advanced shader programming

* HDR, high dynamic range

* A closer look at bump mapping and its extensions

e GPGPU - genera purpose GPU programming with GLSL and CUDA

» Game networking
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* GameAl
¢ Quaternions for rotations

Thetitle of the second volumeis

“ ...50 how can we make them scream?”

19.2 The actual final words

In 2013, computer graphics may seem like a solved problem, but like many other fields,
every exciting breakthrough leads to new problems, and | believe computer graphics will
continue to be both interesting and useful for many years to come. The jobs are there, all
we need are people who know the subject. | hope this book can help afew people who
want to go there. Whether you do it for fun, as a hobby, or by profession, that doesn’t mat-
ter.

L et me end the book by the same words with which | end my lecture series, inspired by the
great Povel Ramel (1922-2007):

If you like the book...
tell your friends.
If you don't like...
your friends...

this book may help you create new, virtual ones.
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