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ABSTRACT

Indirect vision through a mirror, while bi-manually manipulating
both the mirror and another tool is a relatively common way to per-
form operations in various types of surgery. However, learning such
psychomotor skills requires extensive training; they are difficult to
teach; and they can be quite costly, for instance, for dentistry schools.
In order to study the effectiveness of VR simulators for learning
these kinds of skills, we developed a simulator for training dental
surgery procedures, which supports tracking of eye gaze and tool
trajectories (mirror and drill), as well as automated outcome scoring.
We carried out a pre-/post-test study in which 30 fifth-year dental
students received six training sessions in the access opening stage
of the root canal procedure using the simulator. In addition, six
experts performed three trials using the simulator. The outcomes
of drilling performed on realistic plastic teeth showed a significant
learning effect due to the training sessions. Also, students with
larger improvements in the simulator tended to improve more in the
real-world tests. Analysis of the tracking data revealed novel rela-
tionships between several metrics w.r.t. eye gaze and mirror use, and
performance and learning effectiveness: high rates of correct mirror
placement during active drilling and high continuity of fixation on
the tooth are associated with increased skills and increased learning
effectiveness. Larger time allocation for tooth inspections using the
mirror, i.e., indirect vision, and frequency of inspection are asso-
ciated with increased learning effectiveness. Our findings suggest
that eye tracking can provide valuable insights into student learning
gains of bi-manual psychomotor skills, particularly in indirect vision
environments.

Index Terms: K.3.1 [COMPUTERS AND EDUCATION]: Com-
puter Uses in Education—Computer-assisted instruction (CAI); J.3
[LIFE AND MEDICAL SCIENCES]: Medical information systems;
1.6.3 [SIMULATION AND MODELING]: Applications

1 INTRODUCTION

Dental surgery is a profession of precision, skill, and intricate co-
ordination. Achieving proficiency in dentistry requires developing
highly refined psychomotor skills for using a variety of dental in-
struments. Among the more difficult skills to develop is the proper
use of indirect gaze through the dental mirror. The mirror is used
to observe spaces during procedures that are not directly observable
due to the angle or due to being occluded by parts of the patient’s
anatomy. For example, when working on upper molars, a dentist
can normally not see the tooth directly due to the dentist’s location
relative to the patient, which is dictated by ergonomics. This is
one of the most complicated psychomotor skills because it requires
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Figure 1: VR Simulator. A student is using our bi-manual VR dental
simulator with two force-feedback devices.

coordinated but only loosely coupled asymmetric bi-manual interac-
tion with indirect vision while demanding high precision in a small
space.

Teaching dental skills is typically done through guided practice
on mannequins fitted with realistic plastic teeth and jaws (phantom
head) and later on real patients. Dental instructors can teach proper
use of instruments such as the dental drill by observing the student’s
actions, providing verbal feedback and guidance, and demonstrating
the correct use of the instrument. However, using the dental mir-
ror does not lend itself well to such instruction since the observer
(teacher or student) cannot directly observe what the person carrying
out the procedure perceives through the mirror. This makes teaching
proper mirror usage particularly challenging. Additionally, there is a
high cost associated with expendable materials, such as plastic teeth
and instruments. These expendable materials produce an estimated
cost of around $32000 per year for a medium-sized dental school of
500 students.

In recent years, technology has increasingly woven its way into
dental training. Recent years have seen the proliferation of VR-based
dental simulators due to enabling technological advancements, com-
bined with concrete benefits of the approach [6,20]. VR simulators
offer high-fidelity simulations that can be configured so as to provide
trainees with practice on various cases [1]. Also, their reusability
could result in greatly lowered operational costs, which would lead
to a quick amortization of the simulator cost. They also have the
ability to record accurate data on individual performance, which
provides the opportunity for trainees to practice independently and
receive objective feedback [36]. A particularly important technologi-
cal development is the integration of eye tracking into head-mounted
displays, which permits objective analysis of user gaze. This pro-



vides the opportunity for the first time to gather objective data on
mirror use during dental procedures.

This study uses eye tracking in an HMD-based dental VR simula-
tor to provide a unique objective perspective on the use of indirect vi-
sion in learning complex asymmetric and loosely coupled bi-manual
psychomotor skills. Specifically, we examine three questions:

1. What information on a dentist’s skill level can be gained from
mirror usage patterns?

2. How important is proper mirror usage for a successful learning
trajectory of a dental student?

3. How does mirror usage in a VR simulator translate into perfor-
mance on physical teeth?

Acquiring complex psychomotor skills as a key competence is
not restricted to dentistry. For instance, laparoscopic surgery also
requires highly precise and coordinated bi-manual handling of dif-
ferent instruments with indirect vision. We are confident that our
findings have the potential to be a basis for reshaping future training
methodologies in many domains.

2 RELATED WORK

In this section we present an overview of psychomotor training in
dentistry, of VR dental simulators, and of how eye-tracking has been
used in VR simulators to track user visual focus.

2.1 Psychomotor Training in Dentistry

Access cavity opening in endodontics is an important stage for instru-
ment passage within root canals and to provide clear visualization,
without which canals requiring treatment may be missed [4]. When
dentists work within the narrow confines of root canals, the unaided
human eye can only see a limited area up to the canal opening [27],
thus dentists use dental mirrors, which require complex psychomo-
tor skills [23,5]. In general, indirect vision tasks are about 50%
more challenging than direct vision tasks [23], yet dental schools
often lack specific training [19], causing difficulties for students
and dentists and, thus, they often decide to avoid using them or
resort to using them by employing inadequate usage with improper
posture in the process [21]. In addition, the necessity for clear vision
in dentistry is not precisely defined, and there is no agreed-upon
standard for the visual acuity required for an acceptable level of
performance [25].

Recent approaches to addressing the need for training of mirror
skills include the use of physical trainers and mirror skill training
exercises in virtual simulation systems [24,26]. Mirroprep is a
physical indirect vision training device that consists of a square
mirror and a replica of a dental drill with a pencil attached. Students
practice by tracing figures on a piece of paper, while viewing through
the mirror. A study by Rau et al. [28] recruited students at different
stages of dental education and evaluated their performance in a
drawing exercise with indirect vision using the Mirroprep. Their
findings revealed that Mirroprep practice can enhance and develop
mirror vision skills [28].

Perceptual learning and practice are needed to help dental stu-
dents acquire muscle memory to develop mirror skills [23,5]. To
be effective, a practical training approach to mirror training should
replicate the same orientation and visual reference points encoun-
tered during dental procedures. McClure and colleagues [24] intro-
duced the Jumpstart Mirror Trainer which incorporates a rotatable
jaw, handpiece-shaped pencil, and multiple interchangeable arches
containing activities that replicate various dental procedures. The
authors compared the effectiveness of the Jumpstart Mirror Trainer
with the Mirroprep in teaching indirect motor skills. The results
showed that activities with the Jumpstart Mirror Trainer led to sig-
nificantly improved student scores in Class I cavity preparation on
upper teeth compared to those using the Mirroprep and the control
device.

2.2 VR Simulators

The Simodont virtual dental trainer (MOOG, Nieuw Vennep, The
Netherlands) offers mirror exercises integrated with a functional
dental mirror for indirect vision tasks. In a study by Chu et al. [3],
seventy-two dental students were randomly split into control and
the experimental groups. Both groups received training with the
Simodont system and underwent the initial mirror operation exami-
nation. The experimental group practiced using Mirrosistant and the
control group using traditional methods with dentognathic models,
complete dentitions, dental mirror and manual instruction. Their
findings showed that students preferred traditional indirect dental
mirror training on plastic teeth with an actual handpiece to the use of
the virtual simulation dental training system. The authors mentioned
that the virtual simulation dental training system did not give a real-
istic sense of manipulation and did not mimic the narrow operating
space of the mouth.

2.3 Eye Tracking in VR Simulators

Eye-tracking technology has revolutionized the way we understand
human perception and cognitive processes. By capturing the subtle
movements of the eyes, researchers and professionals can gain in-
sights into attention, cognitive load, and decision-making processes.
Eye tracking devices, such as the HTC Vive Pro Eye (VIVE) or
XTAL from Vrgineers, have advanced significantly over the years.
These systems offer precise gaze data, allowing for a detailed anal-
ysis of where an individual is looking at any given moment. The
integration of eye tracking into VR simulators has opened up new
avenues for research and training. When combined, VR and eye-
tracking technologies can offer comprehensive insights into trainees’
actions, intent, and focus [12]. For instance, VR has emerged as a
pivotal tool in medical training, providing a risk-free environment
for practice. The bridge to expertise in medical training through VR
showcases the advancements in technology and its potential to shape
future training methodologies. Eye tracking has been instrumental
in distinguishing between experts and novices in various surgical
domains [35, 34, 13]. There is also the idea to facilitate adaptive
training by detecting a user’s focus on specific areas during task
execution [2]. In arthroscopic shoulder surgery, eye tracking metrics
have been used to detect periods of confusion as students navigate
the shoulder joint with the arthroscope [35]. The authors in [34]
investigate how dental students’ levels of expertise influence their
clinical performance in terms of dwell time on each tooth location,
total examination time, and perceived task load in the virtual dental
lab. In their study, participants were divided into expertise groups
and tasked with virtual simulations for dental caries detection and
diagnosis. Their findings suggest that the level of expertise signif-
icantly affect the performance of dental examinations in all areas
except the anterior maxillary teeth. Both total dwell time on the
dental mirror and total examination time were considerably shorter
for the high expertise group than for the medium and low exper-
tise groups. Generally, as students gain experience with virtual
reality simulations, the total dwell time needed for clinical exam-
inations decreases [14], indicating the reduced time required for
clinical performance. While eye tracking in VR offers numerous
advantages, it also poses challenges [22]. The integration of both
technologies requires careful calibration to ensure accurate data cap-
ture. Additionally, the immersive nature of VR can sometimes lead
to discrepancies in gaze data. Understanding these limitations is
crucial to harness the full potential of eye tracking in VR.

3 VIRTUAL SIMULATOR

We have developed a VR dental simulator with bi-manual haptic
control, building upon the simulator presented in [17] (see Fig. 1),
which is based on the Unreal Engine (UE) 4.27.2 (with the modifica-
tions from Sect. 3.3). It uses the HTC Vive Pro Eye HMD and two
3D Systems Touch™ haptic devices. At the core of the simulation
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Figure 2: Anatomical tooth model. Our model of tooth #26, manually
designed based on CT data. Left: The crown of the tooth, which
consists of enamel. Center: The inner dentin layer. Right: The pulp
chamber and roots.

Figure 3: Haptic device setup. The registration of the haptic devices
is simplified by mounting them, together with a VR controller, on
predefined positions on a common surface.

are our algorithms for force feedback and material removal on the
tooth, which run at 2000 Hz [15].

In this section, we give an overview of the simulator from a tech-
nical perspective, and provide details of the newly added features,
as well as some of the technical challenges, including registration
of VR space and haptic devices (Sect. 3.2), simulation of optical
magnification (Sect. 3.3), and integration of eye tracking into UE
(Sect. 3.4).

Other challenges of, arguably, greater import for the usability and
effectiveness of the simulator, such as

* Convincing and stable force feedback,
¢ Fast and faithful material removal,

¢ Realistic and interactive material visualization,
were presented in an earlier publication [15].

3.1 Anatomical Tooth Model

‘We have manually designed a maxillary tooth model (see Fig. 2).
We chose the maxillary tooth #26, as this would require the use of a
dental mirror to have good viewing angles during tooth preparation.
The tooth is divided into three layers: Enamel, dentin and pulp/root.
For each layer, we constructed a closed surface mesh with Blender,
while paying close attention to anatomical correctness, which was
later also verified by expert dentists. The inner volume of each
surface mesh is then approximated by a set of spheres, which are
located on the inside of the surface mesh, similar to [15]. We
tag each sphere based on the layer it belongs to. This tag is used
during run-time to decide the material properties, such as visual
color and roughness, and density. The average contact density is
used to modulate the drilling speed, such that dentin is much easier
to remove than enamel.

3.2 Haptic Device Registration

In order to maximize spatial presence and learning efficacy, there
should be a perfect spatial match between the virtual tools and the
real handles of the devices, i.e., perfect visuo-haptic synchronic-
ity [7]. Without registration of the haptic devices into the virtual
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Figure 4: VR Registration. Transformations between coordinate
systems are denoted in bold letters; they are explained in Section 3.2.
The registration is done by moving the VR camera to H’, such that the
difference between physical HMD and physical device is the same as
for virtual camera and virtual tool. The result is that the virtual tools
and real haptic handles align in virtual and real space.

world, only the relative motion of the virtual tools would be correct,
but their position in the virtual world would be more or less offset
from where the user would expect them due to the user’s kinaesthetic
sense.

Our registration procedure aims to minimize the positional and
rotational error between the real haptic device handles and the vir-
tual haptic tools, which are “attached” to the haptic devices so as
to follow their movements. To facilitate this, we have mounted the
haptic devices on a rigid wooden board, together with a VR con-
troller (see Fig. 3), thereby fixing the relative poses of both haptic
devices and VR controller. Thus, the two haptic coordinate frames
can be considered as one with the origin in the middle between them.
‘We can move this origin with a fixed transformation into the virtual
patient’s mouth, such that the virtual tools are to the left and right of
the virtual patient’s mouth when the real haptic handles are held in a
neutral position. The VR controller on the board serves as kind of an
“extension” of the SteamVR tracking system to the haptic devices.
What remains to be done is the transformation of the virtual camera
such that offset between camera and virtual tools is exactly the same
as the offset between the user’s HMD and the haptic handles.

Let Hy .1 denote a transformation matrix that transforms points
from a local space L to world space W (such a transform also gives
rise to a pose). As explained previously, the goal of the registration
is to adjust the camera pose Hyy g to a new pose Hy g, such that
the virtual tools occupy the same visual location as the haptic device
handles’ physical locations. By moving just the camera, we (i) avoid
modifying the virtual scene, and (ii) we do not need to move any
physical objects around. The delta transformation between poses H
and H', given in world frame, is

H' H —
AHy, " =Hy . Hy' e))

which can be computed and saved to disk once during registration,
since it only needs to be updated when the setup changes.

In our simulator, the virtual tool pose, Hy . 7, is set in the UE
scene graph, which allows for convenient and intuitive adjustment
of the device workspace center. The real haptic device pose, Hy . p,
in UE world can be derived from the VR controller’s pose, Hy . ¢,
which is mounted next to the haptic device (see Fig. 3). Thereby,

the offset AH%C of the haptic device relative to the VR controller



pose Hy ¢ is now a constant offset, which needs to be registered
manually, once. For our setup, we manually tuned this constant
offset to be:

AHDC — T((37cm,26cm, —7em)T) RZ(—g) 2)
The haptic device pose is then given by

C
Hy. p = AH  Hy. ¢ 3)

Given Hy. 7 and Hy . p, we can now calculate the adjusted
camera pose Hy g by offsetting Hyy g, using

Hy, p = AH?V,"H Hyy C))

with
AHp Y = AHLP =Hy o By ) )

In UE this can be accomplished by giving all VR objects (HMD
camera and controllers) a common parent node with a non-zero

. H' H
transformation AHy, ™. We can now show Hy. 7 = Hy p:

_ H H _
Hy o r=H,' , Hyor=(AHy, " Hy y) ' Hyor
= (MHy° By ) ' Hyor =Hy! , (AH}”) ' H
= (AHy" Hyp) wer =Hy gy (AHy™) WeT

= H‘}LH Hyp=Hpp

(0)
Therefore, the real device is (relative to the user), at the same location
as the virtual tool is (relative to the VR camera). Thereby, they are

physically located and visually rendered at the same location.
In practice, the setup procedure by SteamVR (or others) provide
a world coordinate frame well aligned with the (real) floor; we
also assume that the table top is parallel to the floor. So, we only

!
need to consider translation, and rotation along z in AH% ’H, which
simplifies the manual registration part.

3.3 Simulation of Optical Magnification in VR

In reality, dentists regularly make use of magnifying binoculars dur-
ing their procedures. Therefore, we implemented a similar feature in
our VR simulator that allows users to switch between different levels
of optical magnification on the fly (1x, 2x, 4x, 8x, 16x). However,
the UE does not allow developers to make any changes to the camera
projection when the scene is rendered in an HMD. In most cases,
this makes sense, in order to prevent motion sickness, e.g., by an
incorrect field-of-view. However, we believe our case warrants an
exception for optical magnification, for the following reasons

1. There is a clear physical meaning behind the magnification
since dentists often use surgical binoculars.

2. The user is in control of the magnification. If they dislike it, or
feel sick, they can disable it quickly.

3. The user is always seated, and during the procedure, only very
small, and very controlled head movements are done.

4. The user can see the tooth and, in particular, the root canal
more clearly, since most current HMD’s do not offer enough
resolution to render such details clearly.

We will see in the data later-on that most users make frequent use of
the magnification.

To implement the optical magnification, we modified the source
code of UE. The optical zoom of a factor m is implemented by
manipulating UE’s default stereo projection matrix Hg, y (which

Figure 5: Optical magnification. Screen capture showing the same
screen region at different magnification levels. When looking at the
same screen position, the occupying object changes when the level
of magnification changes. Left: 1x. Center: 2x. Right: 4x.

transforms a 3D point in camera space to a 2D point in screen space)
as follows

Hs. w

m
0
0 Hy. )

o3 o

0 0
0 0
1 0
0 0 0 1

We implemented this modification of UE in the function
GetStereoProjectionMatrix of SteamVR and OpenXR. Thus,
a point that would normally be projected onto p in screen space is
instead projected onto mp. This effectively zooms the screen image
by m.

Additionally, we need to adjust the positions of both eyes, which
are used in SteamVR and OpenXR’s GetRelativeEyePose. In
that function, the eye-to-head transformation is created from some
translation 7 and a rotation. The distance of the eyes to the HMD
origin needs to be scaled down by

f7l (8)

where m depends on the magnification factor chosen by the user.
Without this correction, our magnification would also incur an in-
creased stereopsis, which needs to remain unchanged, in order to
produce correct spatial impressions. The choice of m defaults to 1
and can be adjusted by the user by pressing the front or back button
of the left 3D Systems Touch.

In our user study, novices spent on average 77 % and experts
60 % of their whole training time in the optically magnified mode.
In fact, most participants (52 %) spent nearly all of their training time
in zoomed mode (over 95 % of the time), with 2x being the most
common setting. Two participants reported experiencing discomfort
when using optical magnification.

3.4 Eye Tracking

The HTC VIVE Pro Eye has built-in sensors that track the user’s
eyes at a frequency of 120 Hz, with an accuracy of 0.5° to 1.1°, by
hardware specifications. We use the SRanipal SDK to communicate
with the eye sensors, which works very well. This SDK also provides
a UE plugin; however, we have found two notable shortcomings of
that plugin, which we explain in the following.

(i) Low Frequency of Sensor Readings The SRanipal UE
plugin works synchronously with the rendering thread. Therefore,
sensor updates are bound by the rendering performance of our ap-
plication. In our case, we usually run between 60 Hz to 90 Hz, as
we are rendering a demanding VR scene with geometry that is con-
stantly updated at run-time. This means we could only record eye
tracking data at around 75 Hz, as opposed to the advertised 120 Hz.
Leube et al. [22] have shown that there is a significant decrease in
saccade detection when going from 120 Hz to 60 Hz. In addition,
the net frequencies will be even lower, as some frames need to be
rejected because of incorrect sensor readings.



(if) Gaze Origin Inaccuracy The SRanipal UE plugin provides
a function to compute a raycast from the user’s cyclops eye (the
midpoint between the left and right eye) into the virtual scene, to
determine which virtual 3D point the user is focusing on. However,
upon inspecting the source code for this function, we found it incor-
rectly assumes the user’s cyclops eye at 0 inside the camera’s local
frame during the raycast. Thus, the gaze origin is simply replaced
by the camera position (the gaze direction is correctly transformed
to the UE world). Obviously, a raycast from an incorrect origin
will decrease the accuracy of the position the user fixates. This
could be one of the reasons why several studies that examined the
VIVE’s eye-tracking accuracy found significant deviations from the
advertised hardware accuracy: 1.71° by [29] and 4.16° by [31].

To alleviate both issues, we have implemented the sensor commu-
nication in a C++ library that we access from UE. Our C++ library
is based on the SRanipal C++ SDK, but it allows for running the
eye tracking in a separate thread that runs asynchronously to the
game engine. Thus, we achieve the maximum tracking frequency of
120 Hz. Additionally, we corrected the incorrect gaze origin trans-
formation from sensor space to UE world space. The gaze direction
transformation needed to be adjusted to incorporate the changes to
the stereo projection matrix described in Eq. 7 and Eq. 8.

Given a gaze origin og and direction JS that are defined in the
HMD’s local sensor frame, S, we compute the gaze origin and
direction Ow,JW in the world frame by first transforming them into
camera space using

Hees = S(hw) S() S(—1,1,1) Ry(— %) Re(%) S(0.001)  (9)

where ly is the UE world-to-meter property, which we set to 50, and
S is a scaling transform. This transformation is constant since the
sensor does not move relative to the camera.

In the case the user has switched on the magnification (i.e., dental
loupe), the gaze direction JC needs to be rotated to adjust for the
different positions that objects assume on screen (see Fig. 5 as an
example). We create a rotation AR that rotates the gaze direction
dc towards X = (1,0,0) (in UE, this is the forward direction in
camera space). We then compute the corrective rotation through

spherical interpolation by 1 — ’1; of the rotation towards the O-rotation

AR? 4 = slerp(AR™, 0,1 1) (10)

where the direction is defined as:
slerp(A,B, 1) =B.

Finally we transform from camera space to world space by Hy . ¢
(this matrix is dynamic and can be retreived from the UE scene node).
The total transformation then is

slerp(A,B,0) = A and

ow =Hw.cHces os an
dw =Hy.c ARY“ He, g ds (12)

3.5 Measurement of Gaze Behavior

In order to analyze the gaze behavior of participants, we imple-
mented a logging system that logs data of the user’s gaze and the
current simplified simulation state. The logs are then processed
afterward to generate descriptive statistics on the behavior related to
mirror placement, visual focus, etc.

We are, in particular, interested in two cases: (i) when the user is
looking at the tooth or the bur, and (ii) when the user is inspecting
the tooth. We will denote case (i) by the term Vision; we can detect
this by casting the eye gaze ray into the scene and checking whether
it hits the tooth or the bur geometry; in case it hits the mirror, we

follow the reflected ray. This will also easily catch occlusions of
the bur or the tooth by the handpiece, or incorrect placement of the
mirror. Obviously, Vision is a desirable state for the full length of
the procedure. Case (ii) is denoted by Inspection and can be detected
by checking for a hit of the ray with the tooth while the bur is not
removing material from the tooth.

We implemented the detection of the events Vision and Inspection,
which are marked by breaks in temporal coherence, as follows:

¢ Vision break: if there was no continuous Vision (of either
bur or tooth) during the previous second. Obviously, a state
of Vision is beneficial, and no Vision with the bur removing
material is to be minimized. Therefore, we track vision breaks
overall, and vision breaks during drilling.

* Inspection: this event is recorded as soon as there was no
material removal for three seconds and the user’s gaze hits the
tooth surface. Inspection time is ended once material removal
started again or there is no Vision of the tooth for one second.
Therefore, dentists are generally not inspecting, and make
use of Inspection occasionally to inspect their progress more
closely.

We keep track of count, frequency, and average length of Vision
breaks and Inspections, to be used in the analyses later. Additionally,
we will also refer to the overall ratio of unobstructed indirect vision
during drilling in relation to the whole time drilling under the term
“correct mirror pose in drilling”. We have introduced these new
metrics, as metrics presented in previous work are not suitable to
this particular task. Previous metrics are either too low-level, due
to being designed for machine learning [13, 35], or not suited to
our use-case [34]. In our case, vision is always concentrated at the
same focus points, just the correct indirection through the mirror and
avoidance of visual obstruction between mirror and AOI influence
the gaze.

Our eye gaze recognition was overall quite reliable. The eye sen-
sors provided valid eyetracking data in 74.31 % of all measurements.
However, a few participants had lower sensor validity, primarily
due to participants not wearing the HMD properly. We decided to
exclude those participants from the analyses in order to minimize
noise in the eyetracking data.

In order to ensure the validity of the recordings of the eye tracking
data, we conducted accuracy checks, at the beginning of each trial.
This check consisted of presenting 3 x 3 red dots in order while
instructing the participants to fixate them. These red dots were
located on a plane located 30cm in front of the camera. They
deviated from the central viewing direction by 2.86° to 14.04°, with
8.85° on average. The dot pattern was biased downwards by 5.71°
to better sample the relevant viewing directions since dentists tend
to look mostly downwards (relative to the central viewing direction)
during the procedure. During the check, we recorded the median
angle between the gaze ray and the ray towards the currently shown
red dot. Each dot was shown for 3 s, of which we discarded the
first second and the last 0.5 second to allow the participants enough
time to change fixation targets. In our study, participants achieved
an accuracy of 0.29° to 3.58°, with on average 1.21°. In order to
further minimize noise, we excluded trials if their accuracy error
exceeded g, = 1.27°. We derived this threshold, &,, by taking !/3 of
the diameter of the top surface of the tooth at a distance of 25.5 cm.
The rationale for this is that we want gaze rays near the middle of
the tooth surface, perpendicular to it, to be correctly recognized by
the eye tracking.

3.6 Scoring

We need to assess to skill level of the participants before and after
the training in VR. Since we are interested in their skill level in
real life, we do so by having participants perform the procedure on
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« Experience with the haptic VR simulation
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Figure 6: Study flowchart. Flowchart that shows the individual steps
of the user study procedure.

plastic teeth just as they are used to in traditional training of dental
students.

Both pre- and post-training plastic specimens were evaluated in-
dependently by two dental experts. The specimens were submitted
to the evaluation experts anonymously, and they had no clue as to
which specimens originated from before or after the training. The
experts conducted the assessment using a standardized scoring sys-
tem for root canal access opening, which has a scale from O to 15,
with 0 indicating an optimal result devoid of errors. The cumulative
score represents errors across five distinct tooth regions: the four
walls of the opening and the pulp floor. Each region was scored as
follows: O for the absence of errors, 1 for minor under-drilling, 2
for minor over-drilling, and 3 for significant over-drilling leading
to structural instability or under-drilling rendering the orifice inac-
cessible. The experts’ scoring results exhibited excellent reliability
(intraclass correlation coefficient of 0.994, k = 0.817). Owing to
this strong agreement, we will utilize the mean of both ratings in
the following analyses for interpretive clarity. To quantify the real
learning gain, we consider the error difference Ae between pre- e|
and post-training error ep. Therefore a negative Ae represents a
learning gain, whereas a positive Ae represents a performance de-
crease. Thereby, both outcomes, learning gain and error, consider
lower numbers as the more desirable outcome.

To analyze participants’ performance during training and the
subsequent learning process, we collected their drilling outcomes
in the form of a volumetric model. To judge the outcome error, we
utilized a binary classification method, which we adapted from [18].
The general idea of this method is to classify the drilled and undrilled
voxels against an ideal drilling outcome, leading to four classes (true
positive, true negative, false positive, false negative), which can be
used to score the outcome relative to the ideal. The different errors
of over-drilling and under-drilling are given different weights and
the error is scaled to roughly match the dental scoring system. We
calculate the simulator learning gain analog to the real learning gain,
with e as the simulator score on trial #1 and e, as the simulator
score on trial #6.

4 UsER STUuDY DESIGN

In this section, we present details on the design of the user study,
including the demographics of participants and the individual steps
during data collection. We have received ethical approval to conduct
this user study from the Institutional Review Boards of Mahidol and
Thammasat universities.
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Figure 7: Learning gains. Left: The real-world performance of
participating dental novices before and after training. ****: p < .0001.
Right: Correlation of real and simulator learning gain (lower means
higher error reduction).
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Figure 8: Simulator performance. The performance of novices and
experts over the trial period. The error ratings are automatically
generated.

4.1 Participants

We recruited 30 participants (7 male, 22 female, 1 undisclosed) and
six experts (2 male, 3 female, 1 undisclosed) with different experi-
ence levels. All student participants were fifth-year dental students,
with an average age of (26.83 +7.23) years. For the analysis, we
excluded seven students and two experts due to problems during the
training. The problems that warranted exclusion were either heat ex-
haustion from a malfunctioning AC, poor eye-tracking data validity,
or sight problems from the HMD not fitting due to eyeglasses. The
vast majority of participants usually wore glasses (73 %), though
most could see well enough without them to proceed without or their
glasses fitting inside the HMD.

4.2 Procedure

They were not admitted to the study if any of the following criteria
were present: (i) had prior experience with the simulation, (ii) re-
ceived below 70 % marks in knowledge assessment of endodontic
cavity preparation, (iii) unwilling to give consent, (iv) have prior ex-
perience with VR systems. While the experts were asked to carry out
three trials of the access opening procedure using the VR simulator,
the task for the student participants was to perform access opening
on the virtual tooth during the training session and on a plastic tooth
(upper left molar; tooth number 26; http://www.nissin-dental.net/)
in pre- and post-training assessment sessions. The plastic teeth re-
semble the feeling of drilling real teeth and are anatomically correct.
A student’s ability to perform the root canal access opening on such
plastic teeth will predict with high reliability their ability to per-
form the task on real human teeth. Thus, using plastic teeth is the
best option to assess real-world dental skills that is also ethically
sound. Participants were briefly instructed on using the simulator,
the experiment flow, and the requirements of the access opening.
As shown in the study flowchart (see Fig. 6), each participant’s
training took place on two separate days. The first day consisted of
a briefing, pre-test, a familiarization session, and the first training
session using the simulator, consisting of three trials. During the
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Figure 9: Correct mirror placement during drilling. Left: The rela-
tion between correct mirror placement (measured as a proportion of
time drilling with correct vision relative to the time spent drilling) on
simulator performance. Right: The relation between correct mirror
placement and real-world learning gain.
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Figure 10: Mirror placement over time. The participants’ correct
mirror placement (measured as a proportion of time drilling with cor-
rect vision relative to the time spent drilling) over time, grouped by
expertise.

familiarization session, we allowed participants to do the procedure
once without scoring it, to allow them to get used to the simulator.
After each training trial, they could inspect their drilling result in
detail on a separate computer screen. The first training session using
the simulator, consisting of three trials, took place on day one after
the pre-test was conducted and they familiarized themselves. The
drilling time for each trial was on average (4.38 +2.54) min, but in
total with all preparations it took around 5 min to 30 min. Once per
participant, we measured the participant’s interpupillary distance
(IPD) via a depth-sensor (average IPD was (61.64 & 2.92) mm).
Before each trial, we adjusted the HMD IPD slider according to the
participants’ IPD, calibrated the eye-tracking sensor, and performed
an eye-tracking accuracy check. The second training session of
three trials with the simulator, along with the follow-up post-test,
took place afterward on Day 2, the same day. There was a washout
period of (7.53 +2.74) d between training days 1 and 2. Two experts
independently scored the pre- and post-test plastic teeth.

5 RESULTS

In this section, we will present the analysis of all data, that was
gathered during the user study. We will first look at the learning
effect that the training inside the simulator produced, measured by
real-world assessment. In the next section, we will consider all
data that was gathered by the eye tracking, and how it relates to the
performance and learning effectiveness.

5.1 Learning Effect

The pre-training errors are in the range e € [8,14.5], with average of
M = 10.42 and standard deviation SD = 1.72, subsequently denoted
as M+ SD. The post-training errors are in the range e, € [0.5,6],
with the average 4.08 & 1.52. The resulting learning gain is —6.48 £
1.43 (see Fig. 7). A t-test shows the difference between the two
means is significant (p < .001, ¢#(22) = 22.42). We observed
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Figure 11: Time spent drilling & learning. Left: The relation between
time spent drilling and real-world learning gain. Right: The relation
between time spent drilling and simulator learning gain.
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Figure 12: Time spent drilling over time. The participants’ time
allocated towards drilling (proportionally) over time and grouped by
expertise.

a similar improvement in performance when measured inside the
simulator (see Fig. 8). The dental novices decreased their error from
2.62£1.33 on trial #1 to 1.22+0.72 on trial #6. The t-test shows a
significance of p < .001, #(22) = 4.79. However, the dental experts
did not improve over three trials, going from 1.47 £0.79 to 1.38 £
1.14, with a t-test showing no significance (p = .45, #(3) = 0.14).
Experts produced significantly lower simulator errors (1.43 +0.87),
compared to the novices on day 1 (2.1+1.21) (p < .05, #(19.4) =
—2.33). However, on day 2, novices produced a more similar level
of errors (1.63 +0.93), compared to the experts (p = .24, 1(15.7) =
—0.73). The analysis of the correlation of learning gains in real-
world and corresponding gains during training (as measured by the
automated scoring) shows a high positive correlation (Pearson’s R =
0.60, p < .01) (see Fig. 7). This means someone who experienced
large improvements inside the simulator also experienced large real-
world improvements. We saw no correlation between absolute
time to completion (TTC) and performance (R = 0.08, p = .34).
However, experts” TTC ((2.11 £0.98) min) was significantly lower
than novices” TTC ((4.64 £2.30) min) (p < .001,¢(23.7) = —7.39).
Although novices improved during training from (4.96 +2.64) min
on trial #1 to (4.11 +2.32) min on trial #6 (p = .028, 1(22) = 2.01),
they never reached TTC comparable to experts.

5.2 Eye Tracking

The central task in root-canal access opening is the removal of
material. Therefore, we analyzed the vision behavior during ac-
tive drilling and its impact on performance and learning. First, we
looked at the ratio of correct mirror placement to incorrect mirror
placement while active drilling was ongoing. This ratio is signifi-
cantly higher for experts (53.93 %) compared to novices on day 1
(44.01 %, p < .05, t(25.19) = —1.81), but not on day 2 (48.57 %,
p = .18, 1(29.98) = —0.91) (see Fig. 10). This was a result of
novices increasing their correct mirror placement ratio from 39.93 %
on trial #1 to 54.70 % on trial #6 (p = .06, ¢(19.71) = —1.67). Fur-
ther analysis shows that a large ratio of correct mirror placement
during drilling is moderately correlated with low simulator error
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Figure 13: Inspection frequency over time. The frequency of inspec-
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Figure 14: Inspections & simulator error. Left: The relation between
frequency of inspections and simulator error. Right: The relation
between average duration of time between inspections and simulator
error.

(R=—-0.47, p < .001) and increased learning gain (R = —0.41,
p < .001) (see Fig. 9).

We further found that participants’ time allocation to drilling
and inspection had an impact on the learning effect. In fact, larger
allocation towards drilling weakly correlates with decreased learning
gain, in real-world learning (R = 0.22, p < .05) and in simulator
learning (R = 0.34, p < .01) (see Fig. 11). Therefore, a larger
allocation of time toward inspection has an negative correlation with
increased learning. We did not see a consistent increase or decrease
of this metric, going from trial #1 (44.62 %) to trial #6 (46.47 %)
(p = .68, 1(24.81) = —0.41) (see Fig. 12). In fact, experts had a
significantly larger allocation towards drilling (55.51 %), compared
to novices on day 1 (47.36 %) (p < .05,1(19.08) = —2.29) and on
day 2 (43.61 %) (p < .01, £(17.79) = —3.41).

During the training, we observed most participants were doing
regular inspections in between periods of drilling. Their frequency
and length differed greatly, which made us wonder if it was important
for performance. When looking at the frequency of inspections, we
observed a learning effect over the time period of the training (see
Fig. 13). Novices increased significantly from 2.58 min~! in trial #1
to 3.07 min~" in trial #6 (p < .05, £(36.09) = —2.14). Experts had
a similar improvement from 2.56 min~! in trial #1 to 3.22 min~"
in trial #3, although the difference is not statistically significant
(p = .21). We found a large inspection frequency to moderately
correlate with a low simulator error for novices (R = —0.32, p <
.01) (see Fig. 14). On the same note, we found that longer breaks
between inspections are weakly correlated with a larger simulator
error (R = 0.26, p < .05). Longer inspection breaks are also weakly
correlated with a worse learning gain (R = 0.21, p = .06). For
experts, however, there were no such correlations found.

Next, we looked at the consistency of vision and its impact on
performance and learning. A larger amount of significant breaks
of vision is associated with worse performance (R = 0.52, p <
.001) and worse learning gain (R = 0.34, p < .01) in novices (see
Fig. 16). Novices improved significantly in this regard, decreasing
prolonged vision breaks from 25.35 in trial #1 to 14.26 in trial #6
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Figure 15: Vision breaks over time. The average amount of pro-
longed breaks in the vision of participants over the training, grouped
by expertise.
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Figure 16: Vision break relations. Left: The relation between the
amount of prolonged breaks of vision and simulator error. Right: The
relation between the amount of prolonged breaks of vision and real-
world learning gain.

(p < .05,1(41.55) =2.08) (see Fig. 15). Although novices improved
significantly, they never reached comparable numbers to the experts.
Experts achieved significantly lower prolonged breaks of vision than
novices on day 1 (p < .001,7(75.44) =4.51) and on day 2 (p < .001,
1(66.17) = 4.46). Experts did not improve significantly in terms of
vision breaks during the training session (p = .34).

6 DISCUSSION

The learning effectiveness of our simulator is clearly demonstrated
by the significant learning gains of participating students. The extent
of training transfer between different learning tasks and situations
has long been recognized as dependent on task similarity [9]. We
created a faithful replica of the patient’s mouth and the tools em-
ployed in real settings in an effort to ensure a high degree of transfer
of psychomotor activities learned in our simulator to those required
in surgical procedures. This approach is based on the theory of learn-
ing transfer, which posits that repetitive training of a psychomotor
activity can yield significant enhancements in the execution of an-
other psychomotor activity with similar components [10,33]. This is
further shown by our performance analysis during training, as partic-
ipants with large training gains tended to also have large real learning
gains. This high positive correlation suggests that the learning that
happens inside the simulator significantly transfers to the real world.
This aligns with other studies that have successfully demonstrated
the usefulness of VR simulators for teaching dentistry [6,20,36]. We
also evaluated the performance of expert dentists in our simulator
to investigate important skill-related behaviors inside the simulator,
such as tool usage and gaze behavior. We observed no improvement
in the experts’ simulator performance, indicating that the skills they
acquired over countless real-life sessions transfer well to the simula-
tor. Experts’ performance was significantly better than novices on
day 1, whereas this difference was statistically insignificant on day 2.
This again indicates that our participating students had a significant
learning experience over these six simulator trials. We did not reach
a learning plateau during the training phase, as especially from the



second to last to the last trial, we observed significant performance
improvement. However, the novices’ performance on the last trial
was already comparable to experts performance. Therefore, we are
confident, that our training duration of 6 trials is very close to the
learning plateau.

Using a VR-based simulator provides the unique ability to track
tool usage and gaze behavior with high accuracy and resolution. The
placement and use of the mirror during drilling is a cognitive and
psychomotor challenge, as the visual occlusion of the handpiece
needs to be taken into account, and the handpiece and bur movement
are visually mirrored. This leads to limitations of the operator’s
vision during drilling, as well as high cognivite load. We have
found that experts, naturally, had a much higher rate of correct
mirror placement and, therefore, a clearer view of the tooth during
drilling than novices. This difference was, however, only significant
on day one (first three trials) and not on day two, which suggests
that the simulator training helped students improve on this metric.
Furthermore, we found that a high rate of correct mirror placement
during drilling correlates with lower drilling errors in the simulator
and increased real-world learning gains. These findings suggest that
close attention should be paid to dental students’ mirror use during
training, and analysis of eye gaze and indirect vision is a useful
indicator of skill and learning effectiveness.

Although drilling is the central task in root canal access opening,
we have observed that participants spent a considerable amount of
time inspecting the tooth (using the mirror) without drilling to get
a detailed view of their drilling progress and to plan the next steps
in the procedure. Our analysis revealed that spending less time pro-
portionally on drilling, i.e., more time on inspection, correlates well
with higher learning gains and training gains. Incidentally, dental
experts allocated significantly more time to drilling than students did
on day one and day two, reserving less time for inspections. This
finding could appear counter-intuitive, but we think it indicates that
during the learning phase, spending more time on inspection besides
drilling is helpful for learning. The reason for this relation could
be that inspections result in timely feedback, which was repeatedly
shown to have a positive effect on learning effectiveness [32, 30, 8].
However, spending time on inspection is not important to perform
well if one has mastered the procedure. Further, when discretizing
inspection events, we saw that the frequency of inspections and
breaks between inspections were not significantly different between
students and experts, even though both metrics correlated with lower
simulator error, at least for students. This finding suggests that the
simulator teaches students to inspect frequently. In fact, dental stu-
dents should be encouraged to frequently inspect the target tooth, but
less emphasis is needed once students have mastered the procedure.
On a more general level, this could suggest that eye gaze patterns
can provide insights into a student’s skills and level towards mastery,
especially with bi-manual tasks, and even more with indirect vision.

To further analyze the impact of vision, we discretized prolonged
breaks in the participant’s ability to see either tooth or bur, regardless
of the situation. This metric also indicates that the frequency of such
vision breaks correlate with more simulator errors and decreased
real-world learning gains. Also, students improved significantly w.r.t.
this metric over the training period, although this is the only metric
in which they never reached levels comparable to the experts. Nev-
ertheless, this finding suggests that continuity of vision is one of the
most important factors in a dentist’s performance. Understandably,
not all intricacies of mirror handling, such as avoiding the occlusion
of the handpiece, can be mastered in just six training sessions.

Our findings demonstrate the importance of mastering mirror
handling for dentistry students to improve their skills. We also think
that our findings suggest that VR surgrey simulators for all kinds
of procedures involving indirect vision (e.g., minimally-invasive
procedure) could benefit from analyzing students’ eye gaze behavior,
in order to asssess their learning progress.

In this study we did not give any external feedback, especially
while the novices were inside the simulation, operating on the teeth.
One could question how in this setting, any improvement of mirror
handling can occur. However, when given a task that requires the
use of a mirror, repeatedly performing this task facilitates improve-
ment at that task, as shown by [3]. Another problem with external
feedback (such as an instructor giving verbal commands, or holding
the users hand to guide it) is that its severity and quality might vary
greatly, and thus introduce a new source of noise in the generated
data. It would be interesting to see the effects of a tutoring system
that would automatically compute and display the optimal mirror
pose, based on the current viewpoint and the pose of the handpiece.
This ideal mirror pose could be rendered visually using kind of a spe-
cial effect, or using the force feedback device as kind of a guidance
(see, for instance, [16]).

Many students were enthusiastic and motivated when using the
simulator, because they realized immediately that in the virtual sim-
ulator, there is no risk of producing a consequential error. This
knowledge can encourage students to practice more, possibly make
mistakes, and learn from them, i.e., an otherwise rather stressful
situation can be interpreted more as play, which helps to skillfully
incorporate their emotions when solving problems [11]. Many stu-
dents in our study expressed their wish for general access to such a
system as part of their training.

7 CONCLUSION

We have presented a novel extension to a VR simulator for complex
dental surgeries. The simulator now allows for optical magnification
and eye-tracking during bi-manual interaction with realistic haptic
feedback. More importantly, we have conducted a user study that
shows that faithful VR simulators can be an effective learning tool for
acquiring psychomotor bi-manual skills, including indirect vision, as
the performance gains inside the simulator translate well into the real
world. We have measured real-world learning progress by having
students operate on plastic teeth with anatomically correct pulp
cavities in a phantom head, which were then rated independently by
two dental experts.

Although drilling skills are the primary factor in root-canal access
opening, the chosen upper jaw tooth requires extensive and skillful
use of a mirror to redirect gaze. Our analysis of eye tracking data
reveals that the students’ mirror-handling approaches that of the
experts with increasing training. In particular, they improved on the
frequency of detailed progress inspections and reduced the prolonged
periods in which they operated without vision. This suggests that
the skillful adjustment of the indirect vision during this kind of
bi-manual surgery is a crucial performance measure for learning
success. Our findings are novel and provide valuable insights, paving
the way for more effective dental and surgical education using VR
simulators in the future. This is based on the evidence we found,
because it allows the teachers not only to measure if the student
succeeded, but also why. Such insights could provide hints on how
to improve training sessions.

This opens up exciting avenues for future work. For instance, it
could be possible to enhance our simulator by adding a tutoring sys-
tem for the mirror and, hence, actively support the learning process.
Moreover, we would like to investigate if our findings also hold for
other complex asymmetric bi-manual tasks such as laparoscopic
surgeries. Finally, it would be interesting to see if other eye gaze
metrics can provide more information about a student’s learning
status, for instance if and where they might struggle with a specific
step.
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