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A B S T R A C T

In the automotive industry, markets are demanding more product
models, derivatives and extra equipment with shorter life-cycles. Due
to these effects, planning of manual assembly is becoming more com-
plex and diverse. With the current mostly physical mock-up produc-
tion validation methods, these changes cause considerable increases
in production planning costs, product preparation time and and put
required quality levels at risk. The use of virtual assessment methods
during the production validation phase is a promising countermea-
sure for these effects.

As of yet, there is no holistic view on virtual production validation
in the literature since related publications either offer self-contained,
practical approaches or theoretical constructs without direct appli-
cability. In order to bridge this gap, this doctoral thesis focuses on
the analysis, development, integration and evaluation of collabora-
tive, virtual methods for assessments of manual assembly processes
in the manufacturing industry.

This research focuses on the question whether collaborative virtual
environments can support production validation workshops, so that
verification criteria can be assessed in the same quality, less time and
with lower costs compared to hardware-based workshops.

A new system is being developed and proposed, called the "Virtual
Manufacturing Station" (VMS). It is a framework for holistic virtual
production validation. The VMS consists of a multi-display environ-
ment, sensors and software components so that it can be used in in-
teractive, collaborative, virtual production validation workshops. In
order to provide production validation engineers with such a virtual
framework, six theoretical key properties are derived for the VMS:
"collaborative virtual environments", "multi-user support", "true to
scale visualization", "natural user interfaces", "integration of physi-
cal and digital mock-ups" and "asymmetric/symmetric output." This
theoretical framework is based on four research areas with each con-
tributing to at least one of the theoretical key properties. These areas
are "VR simulation software", "markerless, full-body motion capture",
"large high-resolution displays" and "spatial augmented reality."

This doctoral thesis presents advances in basic human computer
interaction research, technology, production validation methodology
substantiated by the following studies: Two contextual inquiry stud-
ies on virtual production validation, two technological evaluations
using a markerless full-body motion capture system presented, a sys-
tematic design space analysis for spatial augmented reality, a stan-
dardized benchmark for VR assessments of manual assembly tasks, a
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size perception study, and five studies on basic research related to vir-
tual production validation. The latter research studies cover a broad
investigation scope, such as measurement of task completion times,
error rates and qualitative feedback.

Overall, these studies have demonstrated that the VMS framework
is reliable and applicable for collaborative virtual production valida-
tion workshops. Although this research has been conducted for the
automotive sector, the presented VMS framework is also applicable
to the manufacturing industry in general. The VMS methods and
tools discussed contribute to higher workshop collaboration perfor-
mance, lower task completion times, reduced preparation work and
a reduced dependency on physical mock-ups. The VMS reduces the
overall costs in production validation while simultaneously maintain-
ing the validation quality.
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1
I N T R O D U C T I O N

The success of automotive Original Equipment Manufacturers ( OEMs)
depends on their ability to create customer-oriented products and
services that can be delivered faster to customers than by their com-
petitors. In the context of saturated markets, customer demands are
continuously changing and increasing. Demand for electri�ed vehi-
cles, mobility services and highly customizable products is increasing
compared to the purchase of pre-de�ned products. Therefore, auto-
motive manufacturers have to face these market demands and have
to react faster to changes than the competition. Faced with disruptive
changes in customer demands and digital transformation, production
systems must have the �exibility to produce a wide range of products
[1] such as diversi�ed models, derivatives, extra equipment and fea-
tures.

1.1 economic impact of the global automotive indus -
try

The automotive industry is a key driver of GDP growth and employ-
ment [2] in developed countries. Following OICA, the international
organization of motor vehicle manufacturers, in 2019 67.14 million
passenger cars and24.63 million commercial vehicles were produced
worldwide [ 3] compared to 39.76 million cars and 16.50 million com-
mercial vehicles in 1999[4]. In 2019, the top three passenger car pro-
ducing countries were China ( 21.36 million), followed by Japan ( 8.32
million) and Germany ( 4.66 million) [ 3]. The average annual revenue
of the "world automobile industry is more than 2.75 trillion Euros,
which corresponds to 3.65% of the world GDP" [ 2]. Therefore, in these
countries, the automotive industry has a huge share of the local GDP.
For example, in Germany, the automotive industry has a share of 14%
of the GDP and therefore holds a share of 6% of world production.
In Germany, this industry has 807,000direct employees and 1,800,000
indirect employees [ 2]. The automotive industry is a globalized mar-
ket with signi�cant value for the producing countries. For developed
countries, they generate a substantial taxable base and revenues for
state budgets. In a globalized world, all OEMs see themselves in an
increasingly competitive market environment.

1
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1.2 technological changes in the automotive industry

The digital transformation in the automotive industry leads to dis-
ruptive changes for both the products and their manufacturing pro-
cesses. Wedeniwski describes "The Mobility Revolution in Automo-
tive Industry" [ 5] and "how not to miss the digital turnpike." One of
the key drivers is the ongoing "revolution in digitalization" and infor-
mation technology. Not only is the product itself changing with these
enabling technologies, but novel mobility concepts are also emerg-
ing. Faced with radical changes, large shares of the OEM's revenue
are spent on the research and development of future products as de-
scribed in the whitepaper entitled “Five trends transforming the Au-
tomotive Industry“ by PWC. They summarize �ve main changes in
the automotive industry: “electri�ed, autonomous, shared, connected
and yearly updated” [ 6]. Almost all OEMs have started initiatives for
these major disruptive changes, including Daimler AG's "CASE (con-
nected, autonomous, shared, electric) strategy" [7]. These �ve disrup-
tive changes are explained below:

Automakers are preparing to shift from building cars solely pow-
ered by internal combustion engines to electric vehicles , such as hy-
brid electric vehicles and battery electric vehicles. By 2025this share
is estimated to be 30% of all vehicle sales, compared to 1% in 2016
[8].

Autonomous driving is clustered in six levels ranging from Level
0 "driver support" to Level 5 "vehicle on demand." This taxonomy for
driving automation systems is standardized by "SAE International
Mobilus" in the document J 3016B [9]. New application scenarios are
enabled, such as completely driverless cars. Overall, autonomous driv-
ing requires multiple new components within the products, such as
sensors, computing power and novel user interfaces [6, p. 20].

For shared vehicles, McKinsey has proposed to produce solution
speci�c vehicles for each purpose, rather than offering a one-�ts-all
purpose vehicle. "The shift to shared mobility, enabling consumers to
use the optimal solution for each purpose, will lead to new segments
of specialized vehicles designed for very speci�c needs" [ 10], such as
vacation, commuting, shopping, leisure and business vehicles.

Connected and yearly updated products also have implications on
their production. Currently, in the automotive industry, the average
expected life cycle of a product is seven years. Shorter time-to-market
periods and yearly product updates are major change factors. This
holds true for both the hardware and software of the products. Con-
nectedness makes new business models feasible, such as over-the-air
enabled features: Hardware parts are pre-installed in the products,
even though the software feature is not enabled at the time of sale.
The feature can be purchased after sales via an over-the-air update.
For example, DAB+ radio is pre-installed in all cars, even though the
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feature is not enabled by default and can be activated via a remote
software update.

1.3 challenges in automotive production

All of these product change factors also directly in�uence automotive
manufacturing. In order to stay competitive in market environments
with saturation effects for automotive products, manufacturers have
to "align their products and production with market demands" [ 11].
Diversi�cation such as additional assembly parts, novel powertrains
and extra equipment have to be integrated into the manufacturing
system to produce these novel products with the aforementioned
properties. As customers demand these novel features, more func-
tions and regional adaptations, product variety increases [ 12]. Addi-
tionally, customers demand shorter product life cycles [ 11].

1.3.1 Increasing product variety

An ongoing trend to shorter life cycles and more highly individual-
ized products can be observed [13]. Therefore, OEMs are continuously
offering more car models, derivatives and variants. In the automotive
industry, a model family consists of several models, such as sedan,
wagon or convertible. Göpfert shows that the number of model vari-
ants has increased continuously over the past few years [14, p. 248].
For instance, in 1993, Mercedes-Benz offered nine main product vari-
ants, whereas in 2012there were already 22 [15]. Overall, the number
of car models in Germany has risen from 101 in 1990to 453 in 2014
[16]. Along with the rising number of models, optional extra equip-
ment for any given model has increased in a similar manner. A typical
C-Class sedan offered66 options in 1992, whereas in 2015there were
211options [ 17].

This growing product variety has a direct impact on all business
units of an OEM such as research and development, production, lo-
gistics, brand, marketing, sales and after-sales [16]. Maropoulos &
Ceglarek describe the increased efforts regarding the veri�cation and
validation of products in complex manufacturing systems [ 18]. The
impact on the production system is one of the main reasons for car-
rying out the research in this doctoral thesis, since this impact results
in a higher complexity in the production systems as well as increases
in time and costs, which, in turn, has similar adverse effects on pro-
duction planning departments.

1.3.2 Mass customization

This variety is the consequence of production for a diversi�ed cus-
tomer base, which demands low cost and high quality goods with
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highly customized features. In contrast to mass production, mass cus-
tomization is one promising approach to achieve this objective. In pro-
duction systems, there is a continuous trade-off between productivity,
quality, ef�ciency and costs [ 14, p. 249]. In enhancing the consumer's
value through variety, the manufacturing industry in general must
deal with increased product variety. It aims to achieve the overall ef-
�ciency of mass production while producing small batches of highly
customized products.

In accordance with Koren [ 19], the development of predominant
manufacturing principles in history is depicted in Figure 1.1. Before
1930, "craft production" was the prevalent production principle, which
is represented by low volume per product variant. When reaching
"mass production", signi�cantly fewer variants are offered, but with
high production volumes per variant. Henry Ford summarized this
production principle in his famous quote: "Any customer can have a
car painted any colour that he wants so long as it is black" [ 20]. So
far, “mass customization” has increased the number of variants while
only marginally reducing product volumes per variant. Regionaliza-
tion, personalized production and other manufacturing paradigms
are diversifying future manufacturing approaches.

Figure 1.1: From craft production to mass customization (in accordance with
"The global manufacturing revolution" by Koren [ 19])

ElMaraghy et al. show ways to manage product variety throughout
the product life cycle. They discuss approaches for producing variety
"ef�ciently including modularity, commonality and differentiation"
[12]. This implies that large portions and multiple parts of the product
are not varied and provide a common ground for assembling huge
batch sizes [12]. Customer speci�c wishes are realized in the �nal
assembly stage by the addition or removal of extra equipment for
customized cars, models and derivatives.
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1.3.3 Need for �exibility

As product features change, production systems must also be adapted
so that they can produce these complex goods. Therefore, in addition
to mass customization initiatives, assembly systems must become
more �exible. Chryssolouris [ 21] names multiple aspects of �exibil-
ity: Machine, process, product, routing, volume, expansion, operation
and production �exibility. The most important clusters for automak-
ers are described below:

1. Product �exibility: "The ability to change over to produce new
products economically and quickly."

2. Operational �exibility: "The ability to interchange ordering of
several operations for each part type."

3. Volume �exibility: "The ability to operate pro�tably at different
production volumes."

4. Expansion �exibility: " The ability to expand the system easily
and in a modular fashion."

In general, a potential drop in demand is costly, time intensive and
dif�cult. This is why �exibility strategies in production must be pur-
sued: "Examples from automotive industry are proving that compa-
nies leveraging �exibility effects in their plants and an optimal ca-
pacity utilization are having a decisive competitive advantage" [ 14,
p. 249].

1.3.4 Global production networks

Production facilities are spread all over the world so that they can
produce different models in all of their plants anywhere in the world
at the same time (compare Shimokawa et al. [22]). In a globalized
production network, physically dispersed and geographically spread
product ramp-ups must be dealt with. For example, automakers in-
tegrate a sedan variant of a new model family in a production line
while still producing convertibles from the previous model family
generation on the same production line. Such model-mix production
systems allow �exible production but also require complex produc-
tion planning methods. UGS describes the large "potential of assem-
bling any product in their portfolio at any plant anywhere in the
world, and to be able to change the production mix quickly while
still maintaining high quality" [ 23].

All these partly disruptive, partly incremental changes put pressure
on production planning departments to achieve these requirements,
such as reduced time-to-market periods, more frequent production



6 introduction

ramp-ups, highly �exible production systems for mass-customized
products and mixed-model production lines.

In their "Global Auto Executive Summary 2009" [24] KPMG found
that the biggest (68% accordance) cost saving opportunity for OEMs

lies in the domain of "manufacturing process and technology inno-
vations." Overall, to ensure ef�cient and high quality production of
products while having the same resources for planning, novel tech-
nologies and methods are required. "In order to have the most �exible
and ef�cient production assembly capabilities, manufacturers must
have the ability to continuously validate and optimize their manufac-
turing processes" [23].

1.4 motivation for virtual production validation

Physical assembly assessments are cost intensive and as such are a
main cost driver. Therefore, while planning more products, models
and options, costs rise accordingly. Nevertheless, products and pro-
cesses still must be validated. Virtual assessments using digital mock-
ups must �ll this gap.

Virtual technologies and simulation approaches already partly sup-
port production validation processes for the manual �nal assembly
stage. Since there are continuously fewer or even no physical proto-
types available throughout the Product Development Process ( PDP)
(see Weber [25]), virtual assembly aims to offer similar capabilities
for the assessment of veri�cation tasks - just like in the physical do-
main. Even though virtual assembly has a long history in the litera-
ture on "digital factory" (see Gomes de Sa and Zachmann [26]), there
are drawbacks. The shortcomings below are in accordance with the
whitepaper presented by UGS [23] and Walla's doctoral thesis [ 27]:

• Virtual validation still lacks a systematic process for the valida-
tion of all options . Due to the high number of permutations in
product variance, not all variants can currently be assessed by
production planning.

• Virtual prototyping and assessments are also cost intensive ,
since authoring of the virtual environments requires a lot of
manual effort. Therefore, only critical work tasks are validated
in the virtual domain. Much previous knowledge is required in
order to know which tasks could be critical. Batch assessment
methods for assessing entire production lines are not available.

• Virtual assessments lack interactivity as there is no holistic
framework for virtual validation of manual assembly tasks in ei-
ther the literature or real-life applications. Advances in virtual
technology are not immediately adopted by production plan-
ning.
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• Production engineers cannot carry out holistic virtual assess-
ments on their own due to the complexity of authoring and
simulation software handling . Virtual assessments can only be
carried out by digital factory experts with special knowledge.

• For ef�cient data provisioning , standardized data formats are
still missing. Therefore, the interoperability between assessment
tools is limited. Similarly, heterogeneous simulation environ-
ments are required for certain assessment aspects as they are
highly focused on singular assessment scopes, i.e. ergonomic
assessments. This requires additional training for virtual envi-
ronment specialists.

• Interactive assessments often require cumbersome preparation
efforts .

• Virtual assessment environments are not optimized for collab-
orative assessments.

• Required information is oftentimes either entirely unavailable
in the virtual domain or is already out-dated . Some models lack
realism and are too static.

• Lack of access to information due to restrictive data access pol-
icy or high costs for Product Data Management ( PDM) systems.

• Lack of simulation capabilities , such as the simulation of �ex-
ible parts, holistic workstation visualization, rendering speeds
for mass data visualization, interactivity, etc.

UGS summarizes the optimal scenario for production validation,
having overcome all aforementioned limitations: "Optimize the de-
sign con�gurations of the building, tooling, carriers, material han-
dling devices, operator walk path and more. Manufacturers can actu-
ally run a plant before they ever put a shovel in the ground to build
it." [ 23]. All of the aforementioned de�ciencies directly and indirectly
have negative impacts on costs, time and product quality.

1.5 thesis outline

This doctoral thesis is structured as depicted in Figure 1.2. The �rst
four chapters include the motivation, research objectives, domain anal-
ysis and contextual inquiry study on the state of the art:

1. As presented above, Chapter 1 introduces the motivation for
change in the automotive industry and the general shortcom-
ings of virtual assembly assessment methods.

2. In Chapter 2, the research hypothesis of this doctoral thesis is
formulated along with multiple research questions. Research
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Figure 1.2: Outline and structure of this doctoral thesis. The numbers indi-
cate the corresponding chapters in this document.

methods are summarized brie�y. In addition, this research is
compared with and delimited to other research topics.

3. Chapter 3 describes an in-depth domain analysis of production
planning and validation. In order to elucidate virtual assembly
assessments, the following topics are presented: Manufacturing
principles of automotive production, �nal assembly characteris-
tics, digital factory for manual �nal assembly and production
validation workshops.

4. Chapter 4 presents a contextual inquiry study with subsequent
expert interviews. The generated qualitative results underline
the de�ciencies of state-of-the-art production validation work-
shops.

Chapter 5 to Chapter 9 describe the implementations and research
studies of the "Virtual Manufacturing Station":

5. The theoretical concepts of the "Virtual Manufacturing Station"
framework are presented in Chapter 5. Objectives and key prop-
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erties of the framework are described in the context of a litera-
ture review.

6. Chapter 6 shows the necessities of virtual batch production val-
idation in simulation systems. An implementation of such a
system is introduced. A subsequent research study focuses on
the applicability of Virtual Reality ( VR) assembly assessments. A
novel research benchmark is proposed to determine the overall
VR system's performance and limitations for assembly assess-
ments.

7. Chapter 7 presents an implementation and evaluation of a mark-
erless, scalable full-body motion capture system. An upstream
evaluation provides insights into full-body tracking performance
using Microsoft Kinect. The description of the implementation
is followed by two studies on tracking performance and the ap-
plicability of the presented system for standardized ergonomic
assessments.

8. Chapter 8 analyzes research on large-scale high-resolution dis-
plays and multi-display environments. Application scenarios, a
prototype implementation, a large-scale LED implementation
and two studies are presented subsequently. Furthermore, a ba-
sic research study presents generalized insights into size per-
ception using augmented �oor displays. A second evaluation
describes an application-driven evaluation using large �oor vi-
sualizations as a virtual stencil in cardboard workshops.

9. Chapter 9 presents research on projection-based Spatial Aug-
mented Reality (SAR) in production validation using physical
mock-ups. A literature review reveals gaps in industrial applica-
tion scenarios for projection-based augmented reality, and a de-
sign space evaluation shows the practical limitations of this in-
terface and compares it with optical see-through head-mounted
Augmented Reality ( AR) devices. A concluding research study
quanti�es the bene�ts using different types of computer-mediated
communication in abstract collaboration tasks.

Having presented all implementations and research studies in the
context of the Virtual Manufacturing Station ( VMS), the �nal chapters
summarize these works:

10. In accordance with Chapter 4, Chapter 10 also presents a con-
textual inquiry study. Production validation workshops using
the �nal VMS framework and implementation are attended, eval-
uated and expert interviews carried out. This study qualita-
tively evaluates the overall performance of production valida-
tion workshops with respect to the planning results' quality,
task completion time and overall costs.
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11. Chapter 11 summarizes the outcomes of the VMS and picks up
the research questions presented in Chapter 2. Finally, an out-
look is provided on future developments in the interactive vali-
dation and automatic simulation of manual assembly tasks.



2
R E S E A R C H A G E N D A A N D T H E S I S
C O N T R I B U T I O N S

This chapter presents the research agenda for this doctoral thesis, in-
cluding the �elds of contribution, research hypothesis, research ques-
tions, research methodology and a contrast and comparison with
other research. This doctoral thesis is carried out in research coop-
eration between the Ulm University, Institute of Media Informatics,
and Daimler AG.

2.1 fields of contribution

This thesis contributes to both fundamental research domains and ap-
plied sciences. Its main research area is "collaborative virtual environ-
ments for validation of manual assembly processes" affecting several
research domains:

• Production Engineering

• Human Computer Interaction ( HCI )

• Computer Supported Cooperative Work ( CSCW)

As depicted in Figure 2.1, both fundamental research domains and
�elds of applied sciences interact. Contemporary scienti�c issues and
latest research are applied to manufacturing industry use cases, and
real automotive use cases are providing authentic work-related con-
text to fundamental research.

Figure 2.1: Fields of contribution and research context in the automotive in-
dustry

Through the analysis of de�ciencies in Human Computer Inter-
action (HCI ) fundamental research , this doctoral thesis closes multi-
ple gaps in theoretical concepts for co-located, collaborative virtual
environments. Key properties for collaborative virtual environments

11
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are derived. Carrying out multiple empirical studies on size percep-
tion, collaboration performance and VR research, this doctoral thesis
contributes to basic HCI research questions, utilizing state-of-the-art
interaction technologies.

In the domain of production engineering and Computer-Supported
Cooperative Work ( CSCW), this doctoral thesis proposes a framework
of methods for the collaborative production validation of manual as-
sembly tasks. Processes, technical optimizations, application scenar-
ios and requirements are derived for the virtual validation of manual
assembly tasks.

2.2 research hypothesis and research questions

This doctoral thesis aims to clarify fundamental questions in applied
virtual production validation and to increase overall productivity in
Production Validation ( PV) workshops by presenting a framework of
virtual, collaborative methods. In order to achieve the above-mentioned
contributions and to overcome the existing de�ciencies, a research hy-
pothesis is formulated:

Research hypothesis

Utilizing collaborative virtual environments in production val-
idation workshops for manual assembly tasks, veri�cation cri-
teria can be assessed in the same quality, less time and lower
costs compared to hardware-based workshops.

This research hypothesis implies that providing production engi-
neers with a speci�c set of virtual methods will have an impact on the
overall veri�cation task. Breaking down this hypothesis, three perfor-
mance measures are analyzed, namely quality, time and costs.

The �rst performance measure quality can be measured directly by
using objective error metrics, such as "achievement rates", "problem
recognition rates" and "error amounts." For the second performance
measure time , "task completion times" of individual or collective val-
idations can be measured directly. Costs are analyzed as the change
in ef�ciency on the basis of qualitative reports using "task completion
times" and "event chains."

Besides the quanti�able performance measures, qualitative opti-
mizations are sought: The goal is for each stakeholder to obtain a bet-
ter understanding of the complex products, processes and resources
by using the proposed framework. Therefore, production engineers
are expected to increase their usage frequency, user experience and
satisfaction with such virtual environments.

The research hypothesis is sub-divided into multiple concrete re-
search questions. They are clustered with respect to corresponding
research domains to which they contribute and the appearance se-
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quence presented in this thesis. In the following sections, each re-
search question is assigned to a dedicated chapter in this doctoral
thesis that contributes to the respective research question:

Question 1 - Production Engineering

How is assembly validation presented in the literature and car-
ried out in industrial practice? Which assessment criteria must
be evaluated in the automotive production validation process?
Chapter 3 Domain Analysis

Question 2 - Production Engineering

Where are the de�ciencies in current physical and virtual auto-
motive veri�cation processes, methods and tools? Which crite-
ria can already be assessed in the virtual domain?
Chapter 4 Contextual inquiry study I

Question 3 - Human Computer Interaction & CSCW

Which requirements can be derived for a collaborative virtual
assessment framework for the production validation of manual
assembly tasks? What is the design space for a framework for
virtual, mixed and car assemblies for batch assessments?
Chapter 5 VMS Framework

Question 4 - Human Computer Interaction

Which components are required in a VR batch assembly assess-
ment simulation software and how can the performance and
limitations of such a VR assembly assessment system be quan-
ti�ed?
Chapter 6 VR Assembly Assessment

Question 5 - Human Computer Interaction

How can a markerless, scalable tracking system be realized and
what advantages of motion capture can be achieved? What are
the limitations of markerless tracking systems and what track-
ing performance can be determined?
Chapter 7 Markerless Motion Capture

Question 6 - Human Computer Interaction

How do wall-sized displays and �oor visualization displays
in�uence spatial perception? Does the variation of interaction
techniques have any in�uence on spatial perception and task
performance?
Chapter 8 Large High-Resolution Displays ( LHRD )s
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Question 7 - Human Computer Interaction & CSCW

What is the design space for using projective spatial aug-
mented reality in co-located Physical Mock-up ( PMU) and
Digital mock-up ( DMU )-based environments and how does
computer-mediated communication in�uence workshop per-
formance in terms of task completion time and errors?
Chapter 9 Projection SAR

Question 8 - Production Engineering

What implications are there regarding time, costs and quality
compared to hardware based workshops? Can integrated vir-
tual environments help production planning to achieve goals
more quickly and reliably during the planning and validation
of automotive manual end assembly?
Chapter 10 Contextual inquiry study II

Therefore, the general shortcomings presented in Section 1.4 are
addressed by these research questions.

2.3 research methodology

Since heterogeneous research areas are involved in this doctoral the-
sis, multiple research methodologies are applied as follows:

• An exhaustive literature review in the research areas of man-
ufacturing and production engineering is carried out. This is
followed by a literature review on digital factory and state-of-
the-art virtual production validation for the automotive indus-
try.

• In order to obtain insights into the context of use throughout
production validation workshops, multiple on-site attendances
permit insights in organization, process and methods. Silent at-
tendance with a systematic observation of these processes helps
to understand optimization potentials and to derive complex
requirements.

• Following a user-centered design approach, the aforementioned
observation methodology is combined with semi-structured ex-
pert interviews to form a "contextual inquiry study" . Semi-
structured expert interviews are conducted to obtain qualita-
tive insights and to understand the stakeholders' needs and
their personal opinions. All interviews are recorded using au-
dio recorders, subsequently transcribed, coded and thematically
clustered to present the �ndings. Participants come from repre-
sentative populations within the application domain, normally
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customers for the expected system. Depending on the scope,
production engineers, VR specialists and digital factory simu-
lation specialists are chosen since not all production planners
inherit leading-edge knowledge on virtual environments.

• Quantitative evaluations are carried out in multiple chapters.
Objective measures are chosen for the respective research ques-
tion. The presented HCI research studies are carried out under
laboratory conditions as well as real-life environments. To gen-
erate quanti�able results, experiment leaders invite representa-
tive groups of people. In the studies discussed, "task completion
times" and "error metrics" are measured to generate quanti�able
results, such as spatial deviations, accuracy, precision and fea-
sibility rates. When required, special tooling is applied such as
industrial robots in Chapter 7 for highly reproducible trajecto-
ries to measure spatial accuracy and precision.

• For additional quantitative results, use is made of standard-
ized questionnaires . Commonly used questionnaires for usabil-
ity studies are the "System Usability Scale" (SUS) [28], "The
Post-Study System Usability Questionnaire" (PSSUQ) (compare
[29]) or for VR applications the "Presence Questionnaire" [30]
are applied. If required and applicable, non-standardized ques-
tionnaires are used in addition to standardized questionnaires
including tools such as paper-based questionnaires, Microsoft
Info-Path, Microsoft Sharepoint or the LimeSurvey online sur-
vey tool.

2.4 similarit ies and differences

This work focuses on a framework for the collaborative virtual vali-
dation of manual assembly tasks. As multiple research domains in-
�uence this work, the focus of this doctoral thesis can be contrasted
with other works as follows:

• The value creation chain in automotive production comprises
several steps, such as body shop, paint shop and �nal assem-
bly. The presented framework focuses on the application do-
main of passenger car �nal assembly stage . Spatial dimensions,
processes and validation tasks are described for passenger car
production only. Nevertheless, these concepts can be general-
ized and re-used for multiple manufacturing industries having
a �nal assembly stage, such as commercial vehicle production,
shipyards, aerospace and other �nal assembly stages of original
equipment manufacturers.

• This work focuses on manual assembly processes only. Arteaga
et al. state that "manual assembly processes comprise all assem-
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bly related operations carried out by a human worker without
the use of automatic machines to bring assembly parts onto a
base part in order to create a �nal product. The area where as-
sembly takes place includes the space required for equipment
and workers, as well as the space required for the storage of
components and �nished products." [ 15]. Even though the �-
nal assembly stage has several dozens of automated processes
without human labor, �nal assembly value creation primarily
consists of manual human labor which is the only scope of the
proposed framework. Therefore, virtual engineering and virtual
commissioning (see [31, 32]) are not considered in this doctoral
thesis. Human-robot collaboration is not considered either, even
though this is a widely researched �eld.

• The stakeholders of the presented framework are limited to au-
tomotive production planning departments. These production
engineers aim to optimize products, processes and resources for
the �nal assembly stage [ 33]. By presenting novel virtual assess-
ment methods, other departments besides production planning
can use these methods in a similar manner, such as research and
development, prototype building, training and maintenance de-
partments. None of these departments are considered as na-
tive stakeholders in this doctoral thesis, even though the pro-
posed methods could be transferred with slight changes. For in-
stance, when validating virtual assembly in automotive produc-
tion planning, after sales departments validate disassembly. As
these application scenarios have large overlaps, these methods
could be transferred. A generalization of the presented methods
is discussed in the outlook in Section 11.3.

• The creation of a fully functional �nal assembly stage requires
auxiliary stakeholders : Logistics and factory planning. Logis-
tics departments are necessary for continuous material provi-
sioning as they have to plan and deliver material to the �nal as-
sembly workstations. These so-called "material zones" and "pre-
assemblies" at the continuous �ow line workstations are within
the optimization scope of this doctoral thesis. In contrast, ware-
house planning, material �ow, receiving and factory layout are
excluded in the proposed framework. The same holds for fac-
tory planning: Only local geometric collisions within a worksta-
tion are regarded.

• Nowadays, automotive products consist of both software and
hardware components . Neither software validation processes
nor electrical validation is described in the context of this doc-
toral thesis. Additionally, no "end of line" contents are regarded
in the �nal assembly stage, such as rain simulation, �ashing all
electronic devices and �lling up �uids.
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• Virtual assembly simulation techniques continue to be an on-
going active research area. No deformable, �exible and �uid
simulations are included in the research focus of this doctoral
thesis: Deformable and realistic material behavior is still an ac-
tively researched �eld, so called "deviation in form and dimen-
sions" during manufacturing processes, such as "plastic defor-
mation, thermal expansion, tool wear, inadequate tooling" [ 34].

These contrasts and cooperations provide a focus on relevant re-
search aspects in the context of the collaborative virtual validation of
manual assembly tasks without failing to address related research.





3
D O M A I N A N A LY S I S P R O D U C T I O N P L A N N I N G
A N D VA L I D AT I O N

Manufacturing industries, especially carmakers worldwide, are fac-
ing new challenges with regard to product complexity, globalization
of markets, digital transformation, connectivity, autonomous driving,
alternative powertrains and stricter global environmental regulations
as well as the need for even more environmentally friendly products.
Product-related requirements also have an impact on future produc-
tion systems: "Today manufacturing and production engineering is
undergoing an enormous innovation process worldwide" [ 35].

In order to contextualize the following concepts in this doctoral
thesis, this chapter provides an overview of the fundamentals of the
automotive development processes with a strict focus on �nal assem-
bly. Thus the fundamentals of the structure of automotive produc-
tion, relevance of manual labor in �nal assembly stages, production
paradigms and factory arrangements are presented in this chapter.
In addition, this chapter discusses the need for DMUs and PMUs. An
in-depth description of the industrial practice of PV workshops is pro-
vided along with their corresponding veri�cation goals.

3.1 domain analysis of automotive production

The automotive PDP is described in the following section, followed by
explanations on product life cycles, global production networks and
automotive �nal assembly.

3.1.1 Automotive development process

Large scale companies, such as automotive original equipment man-
ufacturers, require systematic processes with clearly de�ned respon-
sibilities to bring a product successfully to market. Following Stark
et al., the literature uses multiple product life cycle de�nitions, de-
pending on the stakeholders, e.g. users, marketing, environmental
viewpoints or manufacturers [ 36, p. 6]. In this doctoral thesis, a prod-
uct lifecycle is de�ned as the "period starting with a product idea and
ending with disposal at end of useful life" as de�ned in the CIRP "Dic-
tionary of Production Engineering" [ 35, p.447]. Another de�nition for
product lifecycle is described in the "Dictionary of Production Engi-
neering" as the "period of time for which a product is in the market."
The product lifecycle consists of the following �ve phases: Develop-
ment phase, introduction phase, growth phase, maturity phase and

19
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declining phase." [35]. The assumed sales volumes for such a lifecycle
are depicted in Figure 3.1.

Figure 3.1: Idealized sales volume over time throughout the product lifecy-
cle (as presented in C.I.R.P. Dictionary of Production Engineering
[35])

In contrast to the market's supposed sales volumes over time, a typ-
ical car model lifecycle from introduction to decline is expected to last
approximately seven years for premium OEMs, even though the mar-
ket demands more frequent product updates, such as yearly updated
models [6]. Since OEMs aim for overall continuous sales volumes and
continuous development efforts, they try to become independent of
a single product's lifecycle. For each OEM, automotive development
projects are arranged in a staggered manner so as to continuously
bring new products to market. For the manufacturing industry, the
PDP mainly takes place during the �rst two stages of the product life-
cycle, from the �rst idea to the Start of Production ( SOP). Maintenance
and aftersales support customers during the usage of the product.

Automotive industrial development is usually organized in projects.
Weber [25] presents �ve types of design levels for development projects,
which vary signi�cantly in the required overall �nancial effort, length
of time and technical content:

• Complete redesign: Rede�ning or creating a completely new
product including all visible parts.

• Derivative design: Reusing parts from the same platform and
system architecture

• Variant design: Building model families by changing as little
of the product as possible in order to offer a wider range of
products, such as sedan and hatchback.
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• Model updates: These face lifts are carried out to increase the
perceived value with as few changes as possible while offering
customers novel features and an updated product

• Model year: Reduction of cost and increase in product quality
throughout the product lifecycle

An independent procedural development model is described in
VDI- 2221[37]. It presents a systematic procedure for developing and
designing technical systems. This general method consists of seven
detailed steps from "problem de�nition" to "realization" of a product,
and each step provides input and output documents throughout the
four general phases "planning, concepts, design and development."
In detail, they propose seven in-depth steps namely "clari�cation and
de�nition of the problem" ( 1), "determination of functions and their
structures" (2), "search for solution principles and their structures"
(3), "dividing into realizable modules" ( 4), "form design of the most
important modules" ( 5), "form design of the entire product" ( 6) and
�nally "compilation of design and utility data" ( 7). Overall, the VDI-
2221 proposes this as an iterative process with progressions and re-
gressions.

Figure 3.2: Example of the resulting cost in�uence on the product (Munro
and Associates, Inc. [38] and Lotter and Wiedendahl [ 39])

In such design and development processes of automotive projects,
the vast majority of costs are already determined during the early
stages. "It is now widely accepted that over 70% of the �nal product
costs are determined during design." [ 38, 40]. Figure 3.2 illustrates
this example. Thus manufacturing and assembly should be taken into
account as early as possible, even during the design cycle. Figure3.3
underlines the importance of the so-called "simultaneous engineer-
ing" and "concurrent engineering" concepts. Parallelized production
planning and development phases enable a bilateral interaction of
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these departments. This method reduces mistakes in advance of SOP,
such as wrong design considerations or wrong logistics concepts. The
quality and ef�ciency of the production system improve when com-
plying with "concurrent engineering" principles [ 41]. Analogously,
"Design for Manufacturing and Assembly" (DFMA) is a process and
a qualitative method to assess product design with the goal of re-
ducing overall costs and increasing pro�tability. In 1994, Boothroyd
found that using the DFMA methodology "shortens the time taken to
bring the product to market" [ 42]. He describes the former attitude of
designers towards the manufacturing engineers as "we design it, you
build it" [ 42] or also called this an "over the wall approach." There,
designers passed their designs to the manufacturing engineers with-
out any feedback loops. For instance, manufacturing engineers had
to deal with manufacturing and assembly problems even though they
originated in the design department. DFMA aims to design products
with less complexity, higher standardization, fewer parts and ease of
assembly in mind. "Hidden waste" can be found in product designs
with regard to complexity, time, energy, labor, defective production
and many more [ 42]. Concurrent engineering, simultaneous engineer-
ing and DFMA are countermeasures to improve quality and to reduce
waste.

Due to the complexity within the automotive development pro-
cesses, structuring and organizing these projects is inevitable. Every
automotive OEM develops production processes that follow certain
phases, quality gates and milestones throughout the PDP [25]. Fig-
ure 3.3 shows a generalized automotive development process (e.g.VDI-
2221 [37]) with respective milestones (compare Walla [ 27]). When a
SOP (Milestone A) date is set, all other milestones and quality gates
are backdated, forming a concrete time frame for all development
phases. After each development phase, a speci�c quality gate must
be reached. An OEM-speci�c example of a PDP is presented by Geissel
[43], namely for Mercedes-Benz Cars.

Figure 3.3: Generalized time plan for an automotive PDP (adapted from
Walla [27] in accordance with Weber [ 25])



3.1 domain analysis of automotive production 23

In Figure 3.3, interdependencies between multiple departments are
depicted throughout a product development project. The time overlap
of responsibilities between "research & development" and "produc-
tion planning" allows concurrent engineering and design of manufac-
turing and assembly. Time frames do not represent �rm starting or
end points, but represent the time frame with main workloads for the
respective departments during the development projects. For exam-
ple, even though Figure 3.3 indicates that production planning begins
at quality gate G, in reality the responsible department already starts
out with relatively little effort at quality gate J by writing down man-
ufacturing requirements for the concept papers. On the other hand,
research and development does not stop working on a product at
quality gate C as long as product improvements can be implemented.

3.1.2 Automotive production

Automotive factories are typically structured in four different assem-
bly stages as shown in Figure 3.4: Press shop, body shop, paint shop
and �nal assembly. Sometimes the literature combines the press shop
and the body shop in one joint production stage.

Figure 3.4: Essential stages during vehicle production process (according to
Weber [25, p. 288])

In the press shop, raw material such as steel is delivered and
formed into basic car body parts. Large manufacturing tools such
as stamps and presses are utilized. Raw steel is stamped and bent to
smaller units of the car body. In general, the press shop works on par-
allel sequences and creates similar parts in batch lots since machining
has changeover times. Body parts are stored in local logistics areas.
Typically, this stage is highly automated with low manual effort - at
least in high-wage countries [ 44].

In the body shop these parts from the press shop and from sup-
pliers are welded together in order to form the raw car body. Of all
vehicle production steps, the body shop has the highest degree of au-
tomation. Depending on the de�nition of an automation degree, it
inherits approximately 90% or 95% of automated processes [25].
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In the paint shop , essentially multiple layers of coating, wax and
paint are applied to the car body. After �nishing the paint shop stage,
the production sequence is changed again with the help of re-sequencing
buffers. The output from the paint shop stage is the so called body-
in-white (BIW). This production stage also has a high degree of au-
tomation.

In assembly and �nish , the painted car body is assembled and
�nished for both interior and exterior parts. To date, assembly has
a low automation degree [ 45]. This is why, of all four stages of the
vehicle production process, manual labor is most prevalent in �nal
assembly and �nish. The �nal assembly stage is the central step for
enabling product variants in the vehicle production process [ 46].

Between each production step, there are buffers used to decouple
all stages and to permit reliable production, shift decoupling and re-
sequencing between the production stages [25, 44]. The stream of car
bodies is re-sequenced in logistics buffers. Flexibility within the pro-
duction sequence enables ef�cient processes in �nal assembly stage.
All four stages of the vehicle production process depend on the com-
plex handling of parts within a plant and on-time delivery of raw
materials by logistics departments. Throughout all production stages,
logistics handles parts from internal and external suppliers, such as
tier 1 and tier 2 suppliers. Great product variety often does not allow
a direct material supply of all variants to the place of assembly. In this
case, parts must be delivered just-in-time or even "just-in-sequence"
to reduce the need for storage capacity and thus save costs.

Overall, Weber states that during the production process, the pro-
duction plant ideally creates a "constant stream of parts, components
and eventually complete vehicles of perfect quality" [ 25]. This stream
must be �tted into appropriate production steps. In general, automak-
ers must set up production systems including assembly systems to
produce products, such as cars, trucks or vans.

These production steps are embedded in a global architecture of
production facilities. Together they form a global production network
with interdisciplinary tasks and divided responsibilities: "Products
and related services are provided by production networks where
autonomous enterprises are linked by relatively stable material, in-
formation, and �nancial �ows. A production network typically in-
cludes nodes of suppliers and manufacturers involved in direct value-
adding activities, distribution centers and logistics service providers,
as well as facilities and channels for reverse logistics." [47]

Figure 3.5 shows the organizational hierarchy and connection from
a globally distributed production network to an assembly worksta-
tion. In the case of automotive factories, parts and services are bought
by tier 1 and tier 2 suppliers from all over the world. They deliver
these parts to the assembly buildings and assembly lines at the OEM's
factory.
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Figure 3.5: Hierarchy of a global production network break-down for assem-
bly systems

3.1.3 Automotive �nal assembly

This doctoral thesis focuses on the validation of manual processes
in the �nal assembly stage. This stage is considered to be the most
expensive production process, as the automation degrees in all other
stages are higher [46].

That is why the general principles of an assembly are described
in greater detail: The "CIRP Encyclopedia of Production Engineering"
de�nes an assembly system as "one of the subsystems in a manu-
facturing system – factory - where the individual components of a
product are joined together and thus integrated into a semi-�nished
or into the �nal product" [ 48]. Various production concepts are ar-
ranged in multiple geometric ways, such as assembly stations, assem-
bly cells, assembly lines, etc. Assembly is de�ned as a central part in
production engineering namely the organizations in the manufactur-
ing industry in which the product is �nished or "the gateway to the
customer" [35]. Assembly is part of the entire production system.

Manual assembly is de�ned as "the assembly of products and sub-
assemblies manually or without the use of automatic assembly ma-
chines" [35]. Final assembly is needed in order to make products
with higher complexity out of single parts which are produced at
different times with a lower degree of complexity [ 39]. In the auto-
motive industry, each passenger car inherits thousands of assembly
parts, packages or pre-assembled parts from automotive suppliers in-
cluding internal supply.

For carmakers, this �nal assembly stage usually consists of one
central continuous �ow line production with several related pre-
assembly systems. Work tasks are distributed throughout the cells
and workstations along the production line, as depicted in a general-
ized process chart in Figure 3.6.



26 domain analysis production planning and validation

Figure 3.6: Generalized structure of automotive �nal assembly work con-
tents (according to Lars Weyand [ 49])
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Such amain assembly line consists of conveyors or hanging brack-
ets (so called C-hangers), which continuously transport the partly
assembled products through several hundreds of so-called cells at
a constant speed. Given a certain conveyor speed and a �xed cell
length, the prede�ned cycle time can be deduced, which typically
ranges from several seconds to several minutes. This production sys-
tem's pace in�uences the overall throughput also measured in "jobs
per hour." In 1913, Ford implemented the �rst paced automotive as-
sembly line, reducing production time from more than 12 hours to
approximately 90 minutes [ 50]. Today, an Audi A 3 model production
in Györ still follows continuous �ow line principles, where �nal as-
sembly consists of 146cells with "exactly two minutes" cycle time [ 51].
As shown in Figure 3.6, buffers add additional cycle times to this cal-
culation. Due to limited space and practicability, one cell typically
inherits up to six workstations where people work together on their
assigned tasks.

The products continuously arrive at the worker's place at a con-
stant speed. The worker is assigned to perform the tasks on each car
with a limited amount of responsibility during the cycle time. This
idea of an optimized division of labor in continuous �ow line pro-
duction systems is the key success factor for making production pro-
cesses ef�cient. Consecutive work tasks also cause interdependencies
at all consecutive workstations. Changing one cell's work content has
an impact on the overall ef�ciency of a production system.

Since not all components can be produced in the main consecutive
production line, several pre-assembly cells deliver sub-assemblies to
the main production line (see modules in Figure 3.6). Some of these
pre-assembly cells also follow the �ow line production principles,
such as the main assembly line for doors, the cockpit and the combi-
nation of drivetrain and suspension" [ 51]. Bringing together multiple
sub-assemblies in such a manner is referred to as the "herringbone
principle" [ 51].

According to the VDI 2860and DIN 8593-0 standards, typical man-
ual work contents within automotive �nal assembly are handling
and joining, adjusting and inspection tasks, and complementary tasks
[52, 53]. According to Lotter et al. [ 39], handling tasks comprise stor-
ing, modifying quantities, shift arrangements and securing. Comple-
mentary tasks comprise marking, changing temperature, cleaning, de-
burring, printing, covering, peeling off, unpacking and sealing. Join-
ing tasks are clustered in piecing together, �lling, welding soldering,
joining by adhesives, mechanical means, forming processes and oth-
ers. One of the reasons for carrying out assembly tasks asmanual
labour is to achieve greater �exibility and changeability in assembly
lines.

According to Küber et al. [ 54], the main causes of changes can be
clustered in volume changes, model mix changes and vehicle deriva-



28 domain analysis production planning and validation

tive changes. They discuss the interdependency of economic ef�ciency
vs. �exibility and assembly vs. logistics processes. Therefore they in-
troduce a novel decision making process for strategic planning of
logistics and assembly processes. The so-calledstrategic decision
square takes into account that for multiple time dynamic scenarios
and for different optimization goals there is no overall optimum in
economic ef�ciency. The decision space described there mainly con-
sists of two trade-offs. The �rst trade-off must be made between as-
sembly and logistics processes whereas the second is between �exi-
bility and economic ef�ciency. Different scenarios must be generated
to �nd strategic decisions for each factory. They exemplify that a bas-
ket within logistics brings a lot more �exibility into the assembly line
whereas it is much more complicated for logistics because costs in-
crease as a result of additional material handling steps.

This need for �exibility in automotive �nal assembly is enabled by
a large portion of human labour, since this continues to be the most
�exible way in �nal assembly production systems. The German In-
dustrial Standard DIN IEC 60050-31 describes thedegree of automa-
tion as the "proportion of automatic functions to the entire set of
functions of a system or plant" [ 55]. Additionally, Fujimoto et al. pro-
poses a set of de�nitions for "automation ratio." Since there is no sin-
gle de�nition of automation ratios applicable for heterogeneous tasks,
he proposes to categorize the operational de�nitions of automation:
machine-based de�nition, worker-based de�nition, material-based def-
inition and process-step-based de�nition. For �nal assembly he pro-
poses to measure the automation ratio by "the number of parts assem-
bled automatically in the main line (excluding bolts and fasteners) in
comparison to the total number of parts assembled" and "the ratio
between workers or person-hour saved by automation and those nec-
essary for a totally non-automated process." [56] While they found
a high automation ratio (average around 90%) in stamping, welding,
engine machining and engine forging, in �nal assembly areas an av-
erage automation ratio of 10% has been found. Typically in European
automotive factories, press shops as well as body shops and coat-
ing production stages have a large percentage of the value creation
automatized, while in the �nal assembly stage, the automation de-
gree is still low [ 57], even when producing large volume models. Lay
and Schirrmeister discuss whether nowadays the automation degree
in the �nal assembly stage is even too high [ 45]. Reduced lot sizes,
capacity �exibility, lower invests and higher product �exibility are
the most relevant reasons for reduced automation degrees [45]. This
underlines that human labor is still a major variety enabler in �nal
assembly stage.

Lotter summarizes the optimization goals in automotive �nal as-
sembly as the minimization of assembly and training time, ef�cient
quality assurance and simpli�cation of the assembly tools and tasks.



3.2 domain analysis of automotive production planning 29

He concludes that this is only achievable through the use of simula-
tion tools [ 46].

3.2 domain analysis of automotive production planning

Production planning is an interdisciplinary task in economics, me-
chanical engineering, production engineering, data analytics and com-
puter science. It deals with strategic planning, structural planning,
systems planning and operations planning of all processes in the up-
coming factory [ 58]. Holistic production planning thus affects all do-
mains of "product, technology, organization, tooling, personnel and �-
nances" [58, p. 18] which are required to produce products and goods.

Production planning comprises all measures in designing a manu-
facturing system and production processes. In the Dictionary of Pro-
duction Engineering it is de�ned as "a function that de�nes the to-
tality of activities to put into place in order to meet the objectives
of the production program, broken down into primary needs plan-
ning, material management and time management" [ 35]. Stecca de-
�nes production planning as "the process of translating customer or-
ders to jobs for the manufacturing plant with attached due dates"
[59]. In detail, "manufacturing process planning" speci�es all required
work steps to execute the customer's product demands while opti-
mizing the production system with respect to multiple criteria within
the given constraints. Therefore production planning is a systematic,
goal-oriented process in consecutive phases using speci�c tools and
methods in order to plan a factory from the �rst idea to SOP (Walla
[27, p. 15] based on Grundig [ 60]). For example, production planning
sets up manufacturing or assembly systems, e.g. stamping, mulling,
turning, assembly and many more. "Process planning can be de�ned
as the task which determines how a part should be manufactured
according to the design speci�cations" [ 61].

The production planning process follows a top-down approach ,
from high-level planning to an in-depth process speci�cation [ 62]. El-
Maraghy et al. specify four steps: First generic planning is carried
out, where conceptual plans specify the required technologies, such
as the overall throughput of the production system. This is followed
by macro-level planning for product sequencing and multi-domain
optimizations. Subsequently, detailed planning focuses on single op-
timization domains with detailed plans, e.g. tools and resources in as-
sembly. Finally, micro-level planning is carried out, optimizing certain
parameters of the production process for optimal conditions, such as
MTM time analyses, work task sheets and alphanumeric work task
descriptions [62].

When executing a new projects, production planning can have dif-
fering starting conditions . Sometimes no factory exists and a com-
pletely new production system can be designed. All production tools,
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locations, structures and personnel must be planned from scratch.
This case is called "green-�eld" production planning. By contrast,
"brown-�eld" production planning implies that only parts of exist-
ing production systems are redesigned and others must be reused.
Depending on the strategy, existing factories must be extended, re-
duced, renewed, restructured, relocated or outsourced in order to
integrate novel products, change production quantities, change the
organization or update the production structure [ 27].

3.2.1 Assembly planning

As this doctoral thesis speci�cally focuses on automotive assembly,
assembly process planning is described in detail. In the "CIRP Ency-
clopedia of Production Engineering" [ 63, p. 827], Riggs distinguishes
two levels of "planning assembly operations": process level planning
and operation level planning:

• Process level planning considers transport routes and handling
tasks between assembly operations. The work content and time
required for a standard execution of each assembly operation is
planned to enable line balancing to achieve the highest possible
utilization for each work cell. The distance of movement and
mass of transported parts between operations is also recorded.
Maximum ef�ciency assembly processes must be found.

• Operation level planning is carried out for each workstation.
Manual assembly sub-tasks are analyzed by operation method
studies, namely motion studies and time studies. In these stud-
ies, the layouts of the workstations are analyzed and the place-
ment of the components to be assembled is described. Motion
studies concentrate on recording and analyzing the motion el-
ements' types and respective magnitudes of motions. The opti-
mization goal is to minimize movement. Time studies are used
to determine the average time required for optimized move-
ments.

For maximum assembly ef�ciency, all operations in the assembly
process must be well planned to avoid unnecessary movements and
amount of time spent on tasks [ 63].

Another generalized procedure for the systematic planning of as-
sembly systems is described by Lotter [ 64]. Due to its generalizabil-
ity and broad acceptance in many manufacturing industries, this has
become a reference work. Lotter originally presented 11 steps for sys-
tematic production planning and Hartel and Lotter extend and re-
vise this systematic planning in their book "Montage in der indus-
triellen Produktion" [ 65]: First system requirements (1) with product
amounts, amount �exibility, maximum usage time, designated shift
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model, overall throughput and amortization times must be calculated.
Next, a product analysis (2) counts the amount of required parts,
assesses joining tools and quality requirements. Then, the assembly
sequence (3) is de�ned, followed by a functional analysis (4) where
larger work contents are decomposed in singular consecutive basic
task components. Determining cycle times (5), creating workstation
layouts (6) and calculating personnel requirements (7) for assembly
are additional tasks. After that, availability checks (8) of the latter
points are carried out to determine whether parts quality, worksta-
tion count, structure of tooling and personnel training are suf�cient.
The �nal steps are the creation of technical speci�cations (9), the in-
vest calculus (10) of the assembly system and the assessment and
comparison of costs (11). This generalized procedure represents the
process steps in automotive assembly planning.

Overall, once a proper plan of the detailed assembly processes is in
place, line balancing of mixed-model lines is enabled by this in-depth
knowledge (see lean production approaches [38]) for ef�cient produc-
tion. The continuous re-planning of detailed processes throughout
the PDP can incrementally reduce planning vagueness [66].

3.2.2 Tools in assembly planning

In the early years of mass production - before having systematic plan-
ning of assembly tasks - a great deal relied on previous experience
and incremental adjustments of detailed processes. Planning quality
depended heavily on the skills and knowledge of the planner himself.
Such planning methods are not reproducible, can be time consuming,
error prone and do not guarantee high quality results for model-mix
production lines due to overall complexity [ 61].

Industrial practice shows that non-digital tools are still state of the
art in many different application areas of assembly process planning.
For example, pen and paper based tools can be found in the creation
of process charts, walk path studies, ergonomics studies, and time
studies for operation level planning and documentation. Ergonomics
assessments are still carried out using standardized assessment work-
sheets for each workstation [67]. Walk path studies use pen and pa-
per methods to draw so called "spaghetti diagrams" on a piece of
paper [68]. Another way of simulating production processes in a non-
digital manner is to use physical mock-ups or physical prototypes.
For factory resources, cardboard mock-ups of material zones are typ-
ical tools for spatial understanding. For the physical assembly of the
product, physical mock-ups are used.

Therefore, the literature presents multiple tools to compensate the
above mentioned disadvantages of manual approaches and pen and
paper based methods. Computer aided production planning (CAPP)
is an algorithmic approach that partly automates the task of gener-
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ating the best process plans (see [62]). It supports planners by bridg-
ing the gap between Computer Aided Design ( CAD ) and computer
aided manufacturing (CAM) [ 61]. Gülesjn distinguishes variant ap-
proaches and generative approaches in CAPP. Whereas variant pro-
cess planning is an assisted extension of manual process planning,
generative process planning uses arti�cial intelligence to automati-
cally derive and produce process plans [ 61]. Today, for CAPP there
are multiple commercial tools, such as Delmia by Dassault, IPO.Log
by IPO.Plan, Process Simulate by Siemens and many more. Depend-
ing on the scope of the CAPP tool, multiple optimization scopes can
be followed. Typical goals are to optimize the production sequence of
variants, achieve line balancing by changing the assembly sequence,
and to describe the holistic production process by combining the rela-
tionships between Product, Process and Resource (PPR). Other genera-
tive tools try to automatically derive process relevant information out
of CAD data [69], such as �xture concepts or work task descriptions
and automatically assess assemblability using CAD product informa-
tion [ 70].

3.2.3 Automotive Mock-ups

Automotive mock-ups are a central element for the collaborative dis-
cussion, testing and validation of the product's features and proper-
ties. Design departments build clay models to validate a product's
overall appeal and to gather user feedback on novel designs. Re-
search and development utilizes automotive mock-ups for crash sim-
ulations, weather resistance, driving properties, sound design and
many more. Similarly, production planning uses mock-ups for assem-
bly validation, disassembly validation and training. "While virtual ve-
hicle mock-ups represent a geometrically ideal world of rigid compo-
nents, physical mock-ups allow investigations that include real-world
physical effects such as plastic or elastic material deformation or pro-
duction tolerances." [25, p.290].

In the following, different types of mock-ups are described in detail,
from partial build-ups to full physical mock-ups up as well as digital
representations, known as digital mock-ups. Figure 3.7 shows the us-
age of both digital and physical mock-ups throughout the generalized
PDP. All types share the common goal of simulation and validation.

Physical Mock-Up (PMU) In the context of automotive product
development, the term physical mock-up is used for a wide variety
of hardware dummies, such as total vehicle mock-ups, component
mock-ups or conceptual mock-ups [ 43].

Physical mock-ups are hardware-based representations of the up-
coming product. They are typically built in true-to-scale and undis-
torted resemblance for the analysis, testing and visualization of the
product's properties [ 71]. "At the beginning of each prototype build
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Figure 3.7: Types of digital and physical mock-ups throughout the PDP (in
accordance with Walla [ 27] and Geißel [43])

phase, laminated bodies and other rapid-prototyping techniques are
used to investigate the behavior of deformable, elastic or labile parts
prior to the actual build" [ 25, p. 290].

Figure 3.8: Classi�cation of physical mock-ups in the automotive industry
(in accordance with Geissel [43])

Each automotive development project uses a wide variety of mock-
ups (see Figure3.8). Geißel [43] describes the following PMUs:

• Data control models are milled reference models, based onCAD

data of car chassis, interior and exterior parts. Its goal is to
achieve a �nal commitment on the design of surfaces of the
upcoming product.

• Approval mock-ups are true-to-scale models of the chassis. These
mock-ups are built in the early development phase using rapid
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prototyping methods. Typically, approval mock-ups are not road-
worthy and do not have any functionalities besides geometric
validation. Typical use cases are to validate the wiring harness
or to check the installation space for supplier products. Depend-
ing on the use-case, they are built of wood, clay, carbon, poly-
mers, steel or aluminum. [ 72, p. 291]

There are mainly three different stages of roadworthy prototypes:

• Early test vehicles are the �rst roadworthy prototypes of a new
product. All parts are intended to be used in the novel prod-
uct, making this a non-partial build-up. These early total vehi-
cle prototypes contain all experimentation components brought
together for the �rst time in a new product. The interaction be-
tween individual, novel components are tested, parametrized
and validated. Based on this, approval of concepts for machin-
ery and plants is granted. Only few products are built, since
early prototypes are highly cost intensive.

• Approval test vehicles are more mature test vehicles. Design
must be �nished and these prototypes are built using �nal pro-
duction tools and instruments. This prototype is built in order
to verify the product speci�cation sheet of functionalities and
goals. Compared to early prototypes, larger quantities are built.

• Production test vehicles are already built in the designated
plant and on the designated production line. They are used to
demonstrate process compatibility and the overall manufactura-
bility of the car under real cycle time conditions. With these
prototypes, a smooth ramp-up during SOP is achieved. Addi-
tionally, production test vehicles are used to train the workers
on the upcoming product to prepare them for SOP.

Digital Mock-Up (DMU) In contrast to PMUs, digital mock-ups
(DMUs) are de�ned as realistic computer-generated digital models
or as-well simulations, which in terms of appearance and functional-
ities resemble the original product under development as closely as
possible [73, p. 67]. DMUs are also referred to as virtual and digital
prototypes.

The use of DMUs allows "designers, manufacturing planners and
management" to work on virtual products in order to make deci-
sions related to the "concept, design and all downsteam processes"
[74]. For example, research and development simulates drive trains,
"noise, vibration and harshness" of car chassis, crash simulations,
stiffness of single parts, aerodynamics, thermal design and ride han-
dling (see [43]). In production planning, DMUs allow engineers to de-
sign, con�gurate and validate products without the need to build
a physical model. "A Digital Mock-Up (DMU) is used for simulat-
ing assembly and dismantling, in addition to testing for collisions
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and buildability. For this purpose, all geometry data of all vehicle
parts are brought together in their planned installation positions" [ 5].
"Because of their �exibility and cost-ef�ciency, virtual mock-ups are
the preferred means for assessing assembly processes, not only dur-
ing concept phase. Container, �xtures, tools and man-models can be
integrated into the virtual scenes – which allows a realistic evalua-
tion of transport and handling, �xing processes, and ergonomics" [ 25,
p. 289].

With the broad availability of advanced 3D computer graphics tech-
niques, light-weight, standardized data structures, direct PDM inter-
faces and real-time rendering, DMUs are becoming more important
than PMUs. They offer the ability to load models, measure, analyze,
simulate, and redesign instantaneously. "Virtual cars have become the
central communication platform for the co-operative vehicle develop-
ment process. They are the substitute for hardware prototypes to an
ever growing extent" [ 25]. The continuously growing possibilities of
digital methods in Product Lifecycle Management ( PLM) systems in
product development leads to a higher penetration of DMUs instead
of physical ones.

Building PMUs is costly and time-consuming [ 75]. By using of DMUs

in the PDP, costs can be signi�cantly reduced compared to PMUs [76,
p. 43]. Moreover, qualitative aspects such as earlier and interdisci-
plinary usage of digital mock-ups for geometric, functional and production-
oriented validation is an even bigger bene�t [ 73, p. 68], e.g. crash
simulations or assembly simulations can be carried out without hard-
ware models. The long-term goal is to be able to assess all validation
tasks using DMUs with virtual assembly and simulation of 3D geom-
etry. Therefore, products would be of higher quality [ 77] and have
a higher degree of maturity in shorter development times and with
reduced overall costs (see [76, pp. 42-43]).

3.3 production validation workshops

PV workshops are held to validate planning results with respect to
multi-objective optimizations. Such PV workshops are common in in-
dustrial practice and are held in various manufacturing companies,
especially in the automotive sector. Examples of published PV work-
shop processes and experiences can be found at Ford [42], Daimler
[78], BMW [ 25] and Volkswagen [ 79]. Even though they have slightly
different names, they share the same assessment scopes. Such multi-
objective optimizations processes involve the validation and veri�ca-
tion of upcoming production processes. PV processes are interdisci-
plinary and require various expertise, background and roles of the
participants.

PV workshop stakeholders resemble the main customers of the frame-
work presented in this doctoral thesis. Therefore in-depth insights of
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validation and veri�cation processes are given in the following sec-
tion. This section presents the validation principles, required inputs,
organizational aspects, participants, roles, goals and assessment crite-
ria in the following.

Publication

Parts of this section were published in the conference pa-
per CIRP CATS 2016"Dual Reality for Production Veri�cation
Workshops" by Otto et al. [ 80]. This section has been extended
and revised for this doctoral thesis.

3.3.1 Goals

The overall goal in production is to generate products and services
of perfect quality with optimized costs and maximum �exibility [ 54]
while ensuring pro�tability even when unexpected changes occur, e.g.
a drop in production volume. This holds for planned and unplanned
changes of the production system [25, p. 288]. Therefore, the produc-
tion system must be optimized to react to production process "distur-
bances", such as design changes, model year measures, the launch of
a new model, variants and options, but also unplanned events such
as parts quality issues or failures in production equipment. Quality
improvements, customer satisfaction, reducing manufacturing costs,
and lead time reductions to bring new products to market are all in
the scope of PV workshops.

Once all relevant aspects of the upcoming production system and
its detailed work contents (see Lotter [ 65] and Section 3.2.1) have been
pre-planned, PV workshops aim to improve the pre-generated plan-
ning quality of the various planning departments in order to reach a
bullet-proof, mistake-free production ramp-up in the actual plant by
iteratively simulating and optimizing future production plans. Con-
sequently, the overall goal of PV is to ensure such smooth ramp-ups
and to reach the maximum throughput capacity of the production
system.

In practice, PV assesses all aspects of the upcoming factory pro-
cesses, such as work plans, product precedence graphs, availability
of tooling, ergonomics, cell layouts and many more. PV workshops fo-
cus on manual labor in �nal assembly in automotive �ow line produc-
tion, but not on fully automated processes. Hence, such an interdis-
ciplinary task in production planning consists of collaborative work
and must �nd trade-off solutions for potentially con�icting objectives.
For some optimization goals, no optimal solution can be determined,
which means a trade-off has to be found (compare [ 15, 54, 81, 82]).

The Kaizen management philosophy is a theoretical basis for reach-
ing goals in PV workshops. It proposes a constant optimization of pro-
duction and translates from Japanese as "change towards the better."
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It aims for continuous, step-by-step improvement of all internal pro-
cesses in an enterprise through involvement of all affected employees.
Its objectives are to eliminate all sorts of redundancy, to concentrate
attention on the place where value adding happens and to create new
standards of productivity and quality [ 35].

3.3.2 Veri�cation and validation principles

The automotive development process (see also Section3.1.1) is an iter-
ative process with steps back and forth and recursive loops. Changes
throughout the PDP can be induced by stakeholders, market demand,
sales, logistics or production itself.

The "International Standardization Organization" differentiates ver-
i�cation and validation in ISO 9000:2015[83]. Veri�cation is de�ned
as the "con�rmation, through the provision of objective evidence, that
speci�ed requirements have been ful�lled" whereas validation is the
"con�rmation, through the provision of objective evidence, that the
requirements for a speci�c intended use or application have been ful-
�lled" [ 83, p. 3.8.13]. This subtle difference can be explained as fol-
lows: In veri�cation the question is addressed whether "we are build-
ing the X right", whereas in validation the question is whether "we
are building the right X" [ 84].

During PDP, production engineers consistently check the vehicle's
compliance with production requirements using both virtual and phys-
ical mock-ups [25]. Therefore validation serves to control the current
development and planning status during PDP (see [27, p. 13], [85]). As
depicted in Figure 3.9 and as stated by Meißner and Walla, validation
takes place in three steps:

• Analysis of the current development and planning status: By
tearing down, separating and examining the features of a prod-
uct's elements and dependencies, information is gathered.

• Examination of the analysis results: The steps required in ex-
amination are data authoring, interpretation of results and as-
sessment. Data preparation is carried out by selecting, sorting,
formatting and visually presenting in an interpretable manner.
In order to simplify interpretation, data must be presented in a
way that directly links causes and results.

• Decision for further measures: Countermeasures must be de-
cided if the real development status deviates from the expecta-
tions after analyzing the results. For example this can lead to
changes in the product, production plans or novel manufactur-
ing principles.

Walla and Meißner propose to carry out change procedures in anal-
ogy to the VDI- 2221development process in four steps:
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Figure 3.9: Iterative cycle for veri�cation/validation and its corresponding
change process (Meißner2010[85])

• De�nition of task and description of the causes and reasons for
the required change process

• Finding multiple possible solutions

• Narrowing down solution set and decision for one realizable so-
lution, which meets the technical, organizational and economic
criteria.

• Realization of the changes

This optimization loop is carried out until the results of validation
and veri�cation meet the requirements. When the product features
are �nally in accordance with the requirements, this iterative change
cycle of PV ends. Especially for multi-criteria optimization, this cy-
cle must be repeated multiple times in order to dissolve heteroge-
neous, contrary aims, e.g. initial investment for handling devices vs.
ergonomics or introduction of cost intensive logistics vs. cluttered ma-
terial zones in manual �nal assembly.

On a practical basis, this validation cycle is carried out at all auto-
motive OEMs. PV workshops are summarized by Weber [ 25, p. 287] as
follows: There are two main factors on how production can be opti-
mized: "production environment, including equipment functionality
and availability, workforce quali�cation, and process maturity" and
that "parts' and vehicles' design is in compliance with the require-
ments of i.e. manufacturing, assembly and logistics." Additionally,
Boothroyd [ 42] describes a Design for Assembly workshop situation
at Ford with the following process steps:

• "Review the parts list and processes.
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• Break up into teams.

• Analyse the existing design for manual assembly.

• Analyse the teams' redesigns for manual assembly.

• Teams present results of original design analysis versus redesign
analysis.

• Prioritize redesign ideas: A, B, C etc.

• Incorporate all the A and B ideas into one analysis.

• Assign responsibilities and timing"

This process reveals strong similarities to PV workshops, whereas
DfA workshops mainly focus on product optimizations with respect
to assembly. PV workshops follow a broader approach as more veri�-
cation criteria are taken into account.

3.3.3 Organization and timeline

During the entire PDP, multiple PV workshops are held in order to ful-
�ll differing veri�cation tasks and to assure product and process qual-
ity at certain milestones. The timeline of PV workshops depends on
the project timeline and is backdated from SOP for every new model
or derivative vehicle. Figure 3.10depicts a generalized timeline, show-
ing multiple workshops taking place throughout the development
stages. Depending on the intensity of the development project, PV

workshops typically take from a few days to several weeks. For a
complete new car model, three weeks are typical, whereas for deriva-
tives solely changing contents are validated in three days.

During PV workshops the new product is being assembled part by
part. Each mating part is added to the vehicle in the sequence of the
plant. Each part and process step is evaluated according to multiple
criteria (see Section3.3.5). Assessment criteria change throughout the
PV workshops:

1. Early PV workshops focus on product quality, product opti-
mizations and a rough manufacturing sequence. In detail, pro-
ducibility, collision freeness, standardization of �xtures, build-
ability and accessibility of tools and operators' limbs.

2. SubsequentPV workshops handle product-related processes. At
this stage, there is no focus on the production plant.

3. After that, logistics, carriers, racks in combination with walk-
paths and overall operation level optimizations are evaluated
with respect to the general model-mix.
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Figure 3.10: Generalized timeframe for production validation workshops
(partly based on Weber [25, p. 291])

4. Then the overall factory-related processes with factory geome-
try and tooling are validated.

5. Final PV workshops focus on the sign-off of the overall pro-
cess regarding iteratively optimized products, product-related
processes, plant-related processes, cell layouts, logistics layouts
and manufacturing sequences.

In practice, there are two types of PV workshops: Purely digital PV

workshops and purely PMU -based PV workshops . In purely hardware-
based PMU workshop situations, all assembly parts and resources
have to be physically present. No mixed reality build-ups are cur-
rently used in industrial practice, as proposed in the literature by
Arteaga et al. [15].

Both PMU and DMU -based workshops share the same veri�cation
criteria. Which kind of PV workshop is held depends on the current
state of the PDP, and whether or not PMUs are already available. In
general, DMU -based workshops are held in the early phases, whereas
PMU based workshops are held closer to SOP(see Figure3.10). In PMU-
based hardware setups, only one speci�c car is built step by step. Due
to the large variance of options and extra equipment, not all variants
of options can be evaluated during PV workshops. This PMU refer-
ence product typically includes as much extra equipment as possible,
in order to check as many details as possible. Nevertheless, only one
con�guration can be validated, but not all possible combinations. Nei-
ther can the effects of mixed-model assembly lines [86] be simulated
in PMU based workshops, due to missing �ow line production. Over-
all, the number of traditional PMU-based scenarios is decreasing. In
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purely hardware-based workshop situations, all assembly parts and
resources are physically present. However, both for hardware and vir-
tual assessments, the assessment tasks remain the same.

Hence, PV workshops are not run for planning purposes. The in-
put variables such as well documented process descriptions, cell lay-
outs, manufacturing sequence, etc. have to be prepared prior to the
workshop. Planning itself cannot be carried out during PV workshops.
Some small, local optimizations can be carried out on-the-�y, while
most optimization changes are only identi�ed within PV workshops
and implemented afterwards.

In the literature, PV workshops are closely related to the continuous
improvement process [81]. Both share similar veri�cation, validation
and optimization goals, but whereas the continuous improvement
process takes place afterSOP, PV workshops take place before SOP. The
duration of continuous improvement workshops are individually de-
termined based on actual optimization needs. For example, they are
carried out for planned and unplanned impacts during production,
such as rapid changes in demand or for planned model updates.

Figure 3.11: Documentation of the process maturity according to the veri�-
cation goals in a matrix (in correspondence with [ 25, p. 292] and
[34])

For each build-up step all criteria have to be assessed and docu-
mented. This leads to three main outcomes of PV workshops:

• On-the-�y optimizations are carried out in the planning systems
if limited time allows for online documentation. Problems and
derived countermeasures are collected in a list and assigned to
a person who is in charge of resolving the issue. This systematic
documentation is �lled out using Excel spreadsheets or propri-
etary systematic documentation tools.

• Problems and derived countermeasures are collected in a to-
do list and each one is assigned to a speci�c person who is in
charge of resolving the issue. This systematic documentation
is �lled out using Sharepoint sheets or proprietary systematic
documentation tools.

• Management dashboard documentation is �lled out to track the
overall product and process maturity on a quantitative basis, as
shown in Figure 3.11.
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Figure 3.12: Roles of stakeholders taking part in PV workshops

3.3.4 Participants & Stakeholders

PV workshops consist of 10 to 30 interdisciplinary participants. Each
person is assigned to a certain role, according to their expertise. Since
PV workshops have to �nd trade-offs for multi-objective optimiza-
tions, there cannot be an optimal solution for all goals such as ef�-
ciency, throughput and �exibility [ 54]. These moderated workshops
bring together all stakeholders of automotive manual �nal assembly.
As the focus changes throughout PV workshops, participating roles
change accordingly. Figure 3.12 depicts all roles joining PV work-
shops.

During all workshops, PV workshop managers act as moderators.
Process and product engineers also always take part. Domain-speci�c
experts, such as ergonomic specialists or MTM time specialists, are in-
vited whenever the development project reaches a certain milestone
and these veri�cation criteria are discussed. In DMU -based PV work-
shops, a technical operator is present to provide support so that pro-
duction engineers do not have to manipulate the virtual scene inter-
actively while discussing the veri�cation criteria.

The roles of the stakeholders bene�ting from the framework and
methods are shown in Figure 3.12.

3.3.5 Veri�cation goals

In this section, the veri�cation goals of PV workshops are presented
and clustered. PV workshops follow the veri�cation goals presented
by UGS: "maintain alignment between evolving product and manu-
facturing process de�nitions," "accurately de�ning and documenting
manufacturing processes for all product variants," "validating assem-
bly processes" and "validating manufacturing facilities" [ 23]. For each
veri�cation criterion a success criterion is de�ned [ 25, p. 292] to en-
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able transparent status tracking. In industrial practice, �ndings in PV

workshops are manifold, as the following practical examples show:

• Process �aws: Alphanumeric work task descriptions tell the
worker to clip in 5 times a part, whereas CAD data of the con-
nected part has 7 clips points. The process or product has to be
adapted.

• Product �aws: CAD data quality is not suf�cient for the assess-
ment of assemblability. CAD product documentation requires a
higher degree of maturity.

• Sequence �aws: Mounting an assembly part in the speci�ed
sequence is not possible due to overlapping edges of previously
installed parts. Manufacturing sequence must be adapted.

• Tool accessibility: The assembly part cannot be installed since
the screws cannot be reached with a screwdriver. Manufactur-
ing sequence or product mounting concept must be adapted.

• Assembly part trajectory: Assembly part cannot be installed
due to limited and restricted clearance situations in the respec-
tive assembly state of the product. Manufacturing sequence or
assembly part accessibility must be adapted.

• Ergonomics issues: Parts are too heavy for manual labor, mount-
ing points are not visible or too much lateral bending needed.
A handling device must be added to support the worker.

The following assessment criteria are clustered into �ve categories
and success criteria are formulated for each entry: product, human,
process, resource and logistics-related assessment criteria. Each clus-
ter shows the geometric representations that are required to achieve
the assessment goal. This geometry may contain product information,
human information, factory information, station layout information,
resource information and logistics information. Geometric informa-
tion can be represented either physically or virtually. In early stages,
�tness "for assembly of separate parts can be evaluated as part of the
design process, the complete vehicle production sign-off requires a
comprehensive assessment of all production steps in the correct or-
der and according to different criteria"[ 25, p. 291].

3.3.5.1 Product-related veri�cation criteria

In the literature, product-related veri�cation criteria are also called
"design review process" [34]. Weber proposes multiple product-related
veri�cation criteria:

• "Fitting: Provision of obvious and unambiguous �tting paths
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Table 3.1: Product-related veri�cation criteria

Task
ID

Assessment Goal Success criterion / KPI

P1 Static packaging Assembly is collision free

P2 Dynamic assembly
paths

Collision free assembly paths given

P3 Product maturity Product data maturity reaches qual-
ity gate requirements

P4 First time �xture Part �xture is given immediately

P5 Unambiguous
mounting

Part can only be assembled in one
way

P6 Integration of
mounting elements

Assembly part contains mounting el-
ements

P7 Auxiliary material No additional auxiliary material
needed

P8 Tolerance concept Veri�ed assembly tolerances

P9 Standardization of
assembly

Standardized assembly concepts for
fasteners & screws

P10 Confusion immunity
(Poka-Yoke)

No parts can be confused

• Fixing: Tool accessibility, direct visual or acoustic feedback con-
�rming correct �tment etc.

• Joining: Facilitate joints (bolts, clips, rivets, welding, adhesives
etc.) by provision of the respective part geometries [ 25, p. 289]."

In accordance with the concepts of concurrent engineering (see Sec-
tion 3.1.1), manufacturing planning departments simultaneously re-
veal optimization potentials within the product itself (see Table 3.1).
For virtual assessments, the product geometry is required, DMU s of
auxiliary material are helpful.

3.3.5.2 Human-related veri�cation criteria

Falck et al. state that early identi�cation of ergonomically poor work-
stations can result in enormous cost bene�ts in the automotive indus-
try [ 87]. Weber describes the human-related veri�cation criteria as the
"Alignment of a parts weight and shape with manual handling re-
quirements; prevention of possible injury, prevention of contact with
toxic or noxious substances etc." [25, p. 289]. Additionally, besides
the intrinsic motivation of ensuring employee health and well-being,
legal requirements must be met in order to provide a safe and er-
gonomically proper workstation. Table 3.2 lists human-related veri�-
cation criteria assessed in PV workshops. For virtual human-related
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Table 3.2: Human-related veri�cation criteria

Task
ID

Assessment Goal Success criterion / KPI

H1 Overall ergonomic
process

Positive ergonomic score

H2 Overhead assembly No overhead assembly needed

H3 Reachability For 5% and 95% population positive

H4 Body forces Avoidance of critical body forces

H5 Hand/�nger forces Avoidance of critical �nger forces

H6 Ergonomic postures
for picking and
working

EAWS compliant postures, low repeti-
tions of critical body postures (bend-
ing, asymmetric postures)

H7 Visibility of
mounting points

All mounting points can be seen by
the operator

H8 Walk paths As few walk paths as possible

H9 Part weight and size Part can be handled ergonomically

assessments, the product geometry and an animated Digital Human
Model ( DHM ) is required, DMU s of auxiliary material and cell layouts
are helpful.

3.3.5.3 Process-related veri�cation criteria

As detailed process planning is an error-prone task without having
a mock-up available, validation is crucial for avoiding mistakes. Ta-
ble 3.3 lists process-related veri�cation criteria discussed in PV work-
shops. Weber sums up process-related tasks with the alignment of a
part's weight and shape with manual handling requirements [ 25]. For
virtual process-related assessments, geometric representations of the
product and cell layouts are required.

3.3.5.4 Resource-related veri�cation criteria

Table 3.4 lists process-related veri�cation criteria discussed in PV work-
shops. Mainly the completeness and effectiveness of resources at a
workstation are assessed. For virtual assessments, mainly the prod-
uct geometry and DMU s of the auxiliary material are required.

3.3.5.5 Logistics-related veri�cation criteria

Table 3.5 lists logistics-related veri�cation criteria assessed in PV work-
shops. Weber sums up these veri�cation goals as checking the usabil-
ity of existing transport equipment, prevention of transport damages,
minimization of required transport space, etc. [ 25, p. 289]. For virtual
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Table 3.3: Process-related veri�cation criteria

Task
ID

Assessment Goal Success criterion / KPI

PR1 Engineered hours per
vehicle

Maximized percentage of value
adding tasks

PR2 Manufacturing value Low manufacturing value, reduc-
tion of unnecessary tasks

PR3 Line balancing High degree of capacity utiliza-
tion

PR4 Integration of value
adding tasks into walk
path

High degree of parallelization

PR5 Completeness of mate-
rial

Required parts are available

PR6 Single point provision-
ing

One part one picking point

PR7 Independent processes No dependencies between opera-
tors

PR8 No intermediate mate-
rial handling

Part is picked and assembled in
the same process

PR9 Impact on product vari-
ance

Analysis has been carried out

PR10 Drift optimization No interference of operators

PR11 Information for opera-
tors

Documentation provided

PR12 Two-handed processes No need to use two hands

PR13 Material assigned All parts are assigned to work
tasks

PR14 Quality of work task de-
scriptions

All PPR data is linked and work
task descriptions are easy to un-
derstand
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Table 3.4: Resource-related veri�cation criteria

Task
ID

Assessment
Goal

Success criterion / KPI

R01 Equipment
available

No additional equipment required: Assem-
bly belt, -box, -trolley, handling devices,
screw drivers, torque wrench or scanners

R02 Equipment
handling

equipment is suitable for processes

R03 Accessibility
for tooling

Tools can easily reach the handled parts

assessments of logistics-related veri�cation criteria, geometric repre-
sentations of the cell layouts and the auxiliary material are required.

Table 3.5: Logistics-related veri�cation criteria

Task
ID

Assessment Goal Success criterion / KPI

L01 Cell layout & walk-
ing paths

Overall optimized

L02 Material supply Material supply documented

L03 Shopping cart Working procedures for kick in & -out
and conveyor link

L04 Racks and shelves Only standardized racks applied

L05 Cell equipment All cell tools available, e.g. trash





4
E VA L U AT I O N O F S TAT E - O F - T H E - A RT
VA L I D AT I O N M E T H O D S

This chapter reviews state-of-the-art collaborative validation methods
for manual assembly processes in the automotive industry. As de-
scribed in the domain analysis in Chapter 3, validation methods and
tools have limitations as they are not fully suitable for virtual produc-
tion validation. Several approaches for ef�cient production validation
can be found in the literature [ 27, 88], material provisioning in �nal
assembly lines [78] and varying degrees of physical and DHM [15].
Only few papers mention drawbacks in current state-of-the-art PV

workshops. The whitepaper "general assembly manufacturing" [ 23]
published by Siemens UGS PLM summarizes the automotive compa-
nies' barriers for effective manufacturing planning as follows:

• "Inadequate synchronization between product and manufactur-
ing engineering

• Wasted time and effort due to inadequate management of man-
ufacturing data

• Insuf�cient ability to optimize and validate critical aspects of
the manufacturing process prior to launch

• Inability to work collaboratively and manage change within a
shared context"

These de�ciencies are in accordance with Walla [ 27] and Seiffert
& Rainer [89, p. 28], who also mention multiple limitations on the
usage of virtual assessments. These include a lack of simulation tech-
niques, non-standardized data pipelines, high effort for simulations
and insuf�cient data quality.

A contextual inquiry study is described below. On-site attendance
at PV workshops are carried out to substantiate literature �ndings
with a focus on characteristics, drawbacks and optimization poten-
tials. This also includes semi-structured expert interviews used to
gather qualitative data on state-of-the-art in industrial practice dur-
ing PV workshops. This contextual inquiry study follows the research
questions presented in Chapter 2. Collecting qualitative data is rele-
vant for understanding whether the drawbacks presented in the liter-
ature (e.g. UGS [23]) and Section 1.4 still apply in today's assembly
planning.

The following chapter is structured as follows: First, the contextual
inquiry study procedure is presented, based on qualitative data ac-
quired from on-site attendances and subsequent interviews. Then, the
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results are presented using clusters: Physical and virtual PV, method-
ological challenges, technological challenges and an outlook.

4.1 study procedure

The contextual inquiry study was carried out by attending PV work-
shops at Daimler AG in Sindel�ngen and Böblingen, Germany. Subse-
quent semi-structured one-on-one interviews were conducted in quiet
separate meeting rooms.

Each participant planned enough time in advance so that the in-
terviews could be conducted in a timely unrestricted manner. All in-
terview partners were encouraged to talk about their observations
on speci�c topics, and their personal notion and optimization poten-
tials for PV workshops. Additionally, participants were informed that
they could stop the interview at any time and that the interview was
recorded, transcribed, coded, evaluated and published subsequently.

The interview started with a short introduction to this doctoral the-
sis and the research context (see Chapter2). The participants were
told to disregard organizational barriers within their personal organi-
zation (Daimler AG and its departments) and to answer the questions
to the best of their knowledge about the current state of the art in man-
ufacturing, but not with respect to company-speci�c processes. They
were encouraged to think about novel use cases, future technologies,
methods and processes in the context of PV. This contextual inquiry
study was carried out in the timespan from August 2014to October
2014.

4.2 participants

These users came from a representative population for PV workshops,
as they were actual key users and managers. Their roles were virtual
technology experts, PV workshop managers and PV experts (see Par-
ticipants and Stakeholders in Section 3.3.4). They intentionally came
from multiple departments, different ages and heterogeneous Virtual
Technology (VT) experience, but all of them had profound knowledge
about the PV processes.

The participants were recruited via an e-mail or telephone invita-
tion. They were all participants of PV workshops but with differing
backgrounds. Production engineers represented the main stakehold-
ers, as they were in need of the simulation results. Virtual technology
experts had experience in authoring and carrying out virtual simu-
lations. All participants took part on a voluntary basis and did not
receive any extra reward.

At the beginning of each interview, the participants were asked
to characterize themselves with respect to their self-proclaimed VT
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Table 4.1: Interview participants and their respective background, character-
istics and technology af�nity

ID Back-
ground

Organiz.
unit

Gender Age* VT expe-
rience*

Duration
[min]

T1 VT Expert Production
Planning

Male 38 4 0:29:47

P1 PV

manager
Production
Planning

Male 46 2 0:36:33

T2 VT Expert Digital
Factory

Male 51 5 0:28:40

T3 VT Expert IT depart-
ment

Male 31 4 0:15:55

T4 VT Expert Prototype
Building

Male 57 3 0:42:03

P2 Process
expert

Production
Planning

Male 31 5 0:43:26

*optional items, P1 is a manager

experience on a5-point Likert scale, where high values describe high
pre-knowledge on VT.

Table 4.1 shows an anonymized list of interview partners, their
individual background, organizational unit, their management back-
ground, if any, gender, age, self-proclaimed experience in virtual tech-
nologies and the interview duration. Their IDs represented the cate-
gory of experts, where P stood for production engineers and T for
technology experts.

4.3 demographics

All interviews were condudcted in German. The results were trans-
lated and are presented in English here. The mean age of the par-
ticipants was 42.33 years (SD = 9.83) and mean self-proclaimed VT

experience was 3.83 (SD = 1.07) on a �ve point Likert scale, where
5 stands for maximum experience. All interview partners were male.
Four VT technology experts could be acquired for the interviews, one
PV workshop manager and one process expert. One out of six inter-
view partners was in a management position.

4.4 study results

The results were evaluated using qualitative research methodologies
using the software MAXQDA Analytics PRO 12 made by VERBI. A
total of 3:16 hours of audio were recorded with six interview part-
ners. Partly colloquial answers by the participants were intentionally
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included in the results section to properly reproduce the stated opin-
ions. The coding process went through an iterative process of contin-
uous optimization of the coding taxonomy. The codebook was dis-
cussed with experts afterwards for iterative optimization and cluster-
ing.

The coding process revealed three major topics the experts dis-
cussed: Current physical and virtual production validation processes,
organizational challenges and technological challenges.

4.4.1 Physical and virtual production validation process

All experts ( 6) commented on current state-of-the-art production val-
idation processes in manufacturing as a baseline.

General process descriptions: The validation process starts approx-
imately two years ahead of SOP and lasts until six months before SOP

(P1). In the early phases, DMU -based assessments are carried out as
parts are altered on a daily basis and assembly concepts are highly
volatile. Later on, mostly physical workshops are carried out (P 1).
PV workshops are carried out at certain milestones of different plan-
ning phases during the PDP, where all data come together. For each
part or process, only a restricted time frame is allocated (T 4). A typi-
cal workshop duration is limited to three weeks for assessing several
thousands of assembly parts or processes (T4). This only allows a
quick validation at the end of the workshops, but does not leave time
for planning (T 4). Workshop participants expect to get a general idea
of the upcoming product and processes and have to �nd counter-
measures for product and process �aws in a collaborative manner
(T2). The PV workshops are often the �rst time that all experts, such
as logistics experts, ergonomic experts, time experts, planners and
product development engineers, meet (P2). The hands-on experience
of workers is highly valuable, since they detect many effects that pro-
duction engineers may fail to see (T4).

(T4) requests anoverall strategy for DMU and PMU-based reference
cars. Reference cars maintain the same extra equipment con�gura-
tions throughout the PDP. According to (T 4), reference cars should be
matched between DMU and PMU validation phases so that the same
con�gurations can be re-assessed. People get used to the con�gura-
tion of repeatedly used reference cars, and this enhances the re-use
of digital simulation contents (T 4).

Product related assessments: Static DMU product geometry is as-
sessed on large screens or small power-wall projections, in order to
optimize the product, manufacturing sequence and processes (T3).
(T4) reports that DMU product geometry is sometimes not available,
which causes misunderstandings for workshop participants. He points
out that when people see the parts either in the physical or the vir-
tual world, they have a common discussion basis. (T 1) mentions that
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digital collision checks, static assembly and disassembly assessments
are already partly assessed in the virtual domain. Standardization of
mounting and assembly concepts are assessed in buildability as well
(T4). (T2) adds that DMUs have to be as new as possible to satisfy the
demands of PV participants. (P2) sees the huge advantage that the
DMU simulation scenes can be altered quickly, whilst this wouldn't
be possible using PMUs.

(T4) wants closer cooperation between manufacturing planning,
packaging, prototype building, R&D and product engineers even prior
to the PV workshops. This would simplify the workshops at the end
of each phase in PV. (T4) regrets that within buildability assessment
workshops, many errors are revealed that could easily be detected
earlier in the development process. He wonders if there is too little
time to create high quality DMU and if there would be a higher reli-
ability character if physical prototypes would have to be built, since
there are higher costs involved (T4). (T4) assumes that the time and
cost involved tend to be underestimated for DMUs .

Process related assessments: In the early phases of DMU assess-
ments, no work task descriptions are available. A rough manufactur-
ing sequence is created for workshops (T4). Only when alphanumeric
work task descriptions or rough sequences are available is process val-
idation (P1). Even though the central purpose of PV workshops is the
collaborative validation of existing planning data, people sometimes
start to plan during the PV workshop sessions (P2 and T4). Processes
are re�ned on-the-�y during the assessment of the product, and ad-
ditional process plans are written or changed (P 2).

Human related assessments: (T3) argues that ergonomic assess-
ments can be carried out in virtual space already, but with a lot of
effort. (P1) supports this by adding that tracking systems are spo-
radically used for capturing assembly and disassembly trajectories of
parts to check clearances and accessibility in the manufacturing state.
Feasibility studies are carried out, such as clearance assessments be-
tween product and human or between product and tools (T 3). (T4)
remarks that the assessment veri�cation criterion "clearances" is im-
portant for assembly, e.g. whether there is suf�cient space to access
the product by hand or with tooling. Mostly human-related move-
ments are evaluated for value adding tasks (P2). An example of an
reachability assessment is if a5%-sized worker from a representative
population database can reach a screw point ergonomically.

For non-value adding tasks, physical validation methods are typi-
cally used (P2). For example, walk paths have never been assessed
with other methods than by putting duct tape on the �oor for a
"spaghetti diagram" or pen and paper methods (P 2). Even though
it would be possible to determine times in virtual space, this is not
carried out at all. Predetermined Motion Time System ( PMTS) must
be used in European automotive industry for task planning (see also
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[90], such as MTM-1, MTM-UAS predominantly used in Europe or
MODAPTS in the US), instead of time measurements (T4) (see REFA
[91]).

Cell layout-related assessments: The factory layout is valuable for
visualizing the context for all workshop participants either in the dig-
ital or physical domain (T 4). (T4) points out that there have been
"in�nitely long" and controversial discussions on the work heights in
relation to the car, if there is no visual reference. This leads to the re-
quirement to visualize and simulate work heights for each cell. This
would narrow down the discussion to an objective simulation.

Logistics related assessments: (T1) states that logistics-related top-
ics are still carried out in physical space, especially when human mo-
tion is involved.

4.4.2 Organizational challenges

Overall, all experts (6) mention challenges in the current methodology
and processes of production validation.

Hindrance factors for digital validation: One expert remarks that
production engineers have heterogeneous technological backgrounds.
Some aretechnophile whereas others are not accustomed to virtual
methods and constantly try to avoid them (T 1). He suggests making
virtual methods look as real as possible to convince production plan-
ners to lose their fear of virtual methods. (T 4) sees greater technophilia
for younger colleagues, whereas older production planners tend to
use more PMU-based validations (T1). Another hindrance factor can
be found in the overall costs for PDM systems. Production planners
do not apply PDM systems widely, due to the high costs (P1). He men-
tions that only 20% of production engineers have installed the native
PDM software. In addition, PDM systems require a high expertise in
handling virtual models (P 1). (T4) states that production planners of-
ten lack access to DMU representations of their parts. Even though
PV workshops are intended for �nal assembly validation, there some
production planners who see their parts as a DMU for the �rst time.
This clearly shows the importance of reducing the entry barriers . (T4)
adds that the general availability of 3D hardware must be ensured,
besides the broad availability of software and training.

(P2) points out the advantage of DMU -based workshops in compar-
ison with PMU-based workshops, which is that process variants and
product variants can be altered instantaneously, whereas using PMUs,
people always lose time retrieving some parts from the warehouse.
"The speed in which solutions are proposed or process variations are
simulated, is of course higher in the virtual space, but all people re-
quire a common understanding of the virtual scene" (P 2).
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Five experts commented on the topic of entry barriers . (T3) distin-
guishes two major work steps where entry barriers apply: Authoring
and live-simulation.

For the authoring of 3D scenes, all interview partners regard this
work as an expert's task, even with optimizations in the near future.
(T1) is displeased as he sees the preparation of virtual scenes as unnec-
essarily time consuming. (T2) mentions the idea of a One-Click export
functionality for 3D scenes, such as a3D PDF exporter. (P2) remarks
on the data provisioning process and introduces the problem that
fusing heterogeneous data out of the different planning databases or
systems into one holistic virtual scene is challenging by now. Even
though it is obviously needed, there is no tool to view 3D layouts
integrating all DMU parts, DMU tools, DMU handling devices and DMU

material zones.
According to all experts, for live simulation in PV workshops the

entry barriers can be reduced so that technical experts are no longer
required to use the system. (T3) wants to optimize the assessment
software User Interface (UI) in a way that unskilled production plan-
ners are able to utilize the software. (P1) agrees with (T3) and states
that previously prepared live simulation during PV workshops could
be carried out by production planners on their own. In contrast, (T 2)
and (T4) state that both authoring of virtual scenes and interactive
simulation during PV workshops is an additional quali�cation and
should not be conducted by production engineers even in the near
future.

(T4) remarks there are currently only a few people who can exe-
cute such interactive simulations. He wants to simplify the usability
of these PDM and production validation systems. (P 2) does not want
the planners to have to attend a "2 weeks training" in order to use the
systems. (P1) and (P2) agree that conducting live simulations should
remain the technical operators' job, so that the process experts can
focus on their native task, namely validating the product and pro-
cesses. Similarly, (T2) argues that VT systems can be used more ef�-
ciently by VT-experts, and production planners should stick to their
original work. (T 4) and (P1) agree that even the common PDM system
has so many functionalities that it continues to be an expert system
which can be used by some people but not all. (T1) remarks that the
planners have to use so many heterogeneous planning tools, issue
tracking tools and simulation systems that they are often unwilling
to learn and utilize an additional and even more complex VT simula-
tion system.

Variance: As described in Section 1.3.1, the increasing product vari-
ance and extra equipment is a potential source of errors. For purely
DMU -based assessments (T4) points out that theoretically multiple
variants can be assessed simultaneously, but this is not currently car-
ried out. Supporting this, (P 1) remarks that for hardware-based val-
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idations it is hard to simulate multiple variants. For example, in a
powertrain there are hundreds of combinations as the tooling frame
must be built for various axles, all-wheel-drive systems and various
drive shafts. This process includes so many variants that even the
hardware equipment and tooling cannot be validated properly.

Ergonomic assessments: (P2) remarks that the capability of full-
body motion capture is there but is not utilized frequently, because
it is too cumbersome. Typically, this marker-based tracking system
is used in combination with DELMIA V 5. He sees great opportuni-
ties for virtual ergonomics assessments if entry barriers are reduced.
If motion capture technology is too cumbersome, many ergonomic
assessments are postponed until a PMU is available (P2). (P1) also
wants to utilize motion capturing more frequently for ergonomics
assessments to obtain early validation results. But he remarks that
"authoring is so work extensive, that there is only the possibility to
validate 2-3 worker processes a day." "This is simply too few, because
in regular PV workshops 300 to 400 worker processes are validated
a day." "This is why the method [marker-based motion capturing] is
suf�cient for the validation of very few critical processes, but not gen-
erally throughout the validation process for every work task" (P 1).

Documentation: For documentation purposes in PV workshops,
multiple tools are used. Checklists and action lists are generated in
tools such as Microsoft Excel, Microsoft SharePoint (P1) and propri-
etary status tracking databases (P2), (T2), (T4). For additional media
content, clari�cation screenshots of the rendering are merged in Mi-
crosoft PowerPoint slides. (P1) comments that images lack the abil-
ity to be modi�ed afterwards in order to re-check contours, clashes,
or add tools. Videos, 3D trajectories and motions are currently not
recorded.

Collaboration between PV participants: The experts distinguish
collaboration in PMU workshops and in DMU -based workshops. (P2)
explains that the "collaboration in PMU-based workshops is really
good" as everybody is able to participate actively in the creation pro-
cess because there is no technical barrier (P2). Workshop participants
stand next to the PMU and build the product collaboratively. Every-
body can participate, they can talk to each other and show the others
"do it like this, do it differently, look here" (P 2). In DMU -based PV

workshops, where all participants sit in the same room, there is "too
little movement," which (T 2) supposes leads to passive involvement
in PV workshops. Continuous bustling of people is helpful and repre-
sents a key factor for workshop success. What applies to all types
of assessment workshops is that collaboration must be supported
by generating a common understanding of the current veri�cation
criteria (P2). (P2) points out that each workshop participant has his
own veri�cation scope, such as logistics or assembly planner, but all
should work together on a robust and overall solution.
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4.4.3 Technological challenges

Multiple codings regarding technological challenges were mentioned:
Interaction: There is no direct interaction between the DMU and

the production engineers as they have to ask the operator to move
or manipulate the virtual objects (T 1). "When somebody wants to see
something different or from a different view, they have to ask the
technical operator to change it for them" (T 1). "This might reduce
the work�ow a little" (T 1). (T1) suggests that the planners should be
able to manipulate the scene on their own to support collaboration
between planners. "For example, when they talk about a �xture in
a product, it is much harder to verbally describe it, than to show
it in the actual CAD model" (T1) They should take the tracked part,
manipulate it, rotate it and show the speci�c property on their own.

Immersive assessments: Regarding immersive visualizations, the
use of VR and AR is seen as helpful as production engineers may get
a better idea of the product and it "is highly welcome and helpful"
(T1). (T4) wants general availability of VR components for all produc-
tion planners' work desks, so that everybody has the possibility to
immersively visualize and interact with the DMU components (T4).
(T1) remarks that immersive assessments using Head-Mounted Dis-
play (HMD )s have to overcome the barriers of embarrassment and ex-
pert barriers. They are afraid to use systems they are not accustomed
to so as not to embarrass themselves. As production planners have
a different af�nity to virtual technology, he suggests visualizing 3D
environments as close to reality as possible. In contrast, VR could
simplify interaction with the 3D scene since interaction metaphors
are closer to reality than when using regular HIDs (T 1). (T4) adds
the idea of extending user interfaces to include gestures so that the
users can manipulate the scene with hand gestures. (P1) proposes
the use of AR to support the validation of multiple product vari-
ants in hardware-based workshops. (P1) additionally points out that
a closer connection betweenPMUs and DMUs would support PV work-
shops "enormously." (P2) describes a real-life problem which could
be solved using AR technology. PV workshops are held even though
some physical assembly parts are missing. Nevertheless, because of
the missing parts, some processes cannot be assessed. With the use of
AR, at least these missing parts could have been augmented.

Data related challenges: (P1) states that data is available for prod-
uct CAD data, racks and carriers but not for cell layouts. There is still
no standardized, interoperable exchange format for material zones,
factory layout data, rack layouts etc. Additionally, there is no central
database for this kind of data and no tool to collect all data in one
place (P2). Outdated or non-synchronous data maturity leads to er-
rors in validation results (P 2). (P1) argues that the overall goal is not
only the photo-realistic rendering of 3D geometry but more emphasis
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should be placed on the manufacturing context. (P 1) wishes to have
meta information, which cannot be seen in the sole 3D geometry. For
example when highlighting a screw, the torque and type could be
automatically be visualized using text.

Flexibilization and physics: All ( 6) interview partners mentioned
that for future assembly simulation, �exibilization and physics are im-
portant topics. All experts need physics simulations, such as collision
detection and avoidance, gliding objects and gravity. (P 1) sees the ab-
sence of �exibilization techniques and haptic simulations as a huge
hindrance factor for broader use of virtual assessment simulations.

Visualization of CAD models: (T4) remarks that the huge prod-
uct variance requires PV workshops to offer the possibility to show
multiple visualizations in parallel to compare manufacturing states.
Switching CAD -data models has to work instantaneously so as to not
lose the mental model of different variants. "It makes a huge dif-
ference whether rendering takes half a second or three minutes for
switching the product variants. The longer switching takes, the more
likely people lose the impression of difference" (T 4). This matches
the requirements of (P1) who complains about the long initialization
times when loading a new car model in " 10 to 15 minutes", which is
"no longer acceptable nowadays." The experts disagree with regard
to stereoscopic visualization. While expert (T 2) explicitly says that it
is not helpful in workshop situations, others see it as a chance for
better spatial understanding (T 1). "The perceived depth is helpful for
the workshop participants to estimate distances of interactively ma-
nipulated objects" (T1).

4.5 discussion , study limitations and summary

Regarding the results presented in the context of the literature review,
large agreements can be found. The white paper on "general assem-
bly manufacturing" [ 23] by Siemens UGS PLM and the de�ciencies
presented by Walla [27] match the contextual inquiry study results:

• Synchronization between product and manufacturing engineer-
ing is still an issue because of missing digital simulation capabil-
ities, technological restrictions, heterogeneous data sources and
differing quality gates in PDP.

• Handling manufacturing data continues to waste time and means
more work for manufacturing engineers.

• Optimization opportunities for the "insuf�cient ability to opti-
mize critical aspects of manufacturing process prior to launch"

• Optimization potential for collaboration in shared contexts
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• Optimization potential in time planning and line balancing which
offers enormous optimization potential for reliable estimates of
manufacturing costs.

The �ndings of this contextual inquiry study have to be regarded in
the context of time and cannot be generalized as they summarize the
state of the art for one company in 2014. Nevertheless, the de�cien-
cies found in the literature are con�rmed and are used as a baseline
scenario for this doctoral thesis.

In this chapter, expert interviews were presented. The results re-
vealed methodological and technological limitations in PV workshops.
Moreover, the experts indicated optimization potentials.

In the following chapter, these optimization potentials are imple-
mented with a holistic framework for virtual assembly validation to
support collaborative PV workshops.





5
T H E V I RT U A L M A N U FA C T U R I N G S TAT I O N
F R A M E W O R K

This chapter presents a framework for co-located, collaborative as-
sessments of manual assembly processes. This framework integrates
several interactive components in a methodology for professional ap-
plication. In the following, this framework is referred to as the VMS.
Hence, this comprehensive set of virtual, mixed and augmented re-
ality methods is intended to be used for interactive, real-time assess-
ments of manual assembly processes inPV workshops. Therefore, the
VMS must represent a collaborative workshop environment. It uni�es
basic research interaction concepts with large scale high-resolution
output technologies and simulation software components from a va-
riety of domains.

The research contribution of this chapter is the determination of
gaps in the literature for collaborative, co-located workshops. Publica-
tions in the areas of computer supported collaborative work, produc-
tion engineering and human computer interaction are systematically
analyzed and put into the context of real-life automotive production
validation. A framework for the VMS objectives as well as required
further research are de�ned in applied and basic research domains.
Based on the literature review, a holistic concept for the VMS is cre-
ated. In Chapter 4, the requirement analysis revealed de�ciencies in
current virtual and physical PV workshops such as improvable collab-
oration between workshop participants and missing interactive fea-
tures. These issues are addressed in theVMS's development plan in
accordance with the current literature.

Related publications

Research results presented in this chapter have been devel-
oped for this doctoral thesis. Nevertheless, multiple parts of
this chapter were presented in the conference paper "Dual Re-
ality for Production Veri�cation Workshops" [ 80] by Otto et
al. at the CIRP CATS 2016conference. The goals and concepts
presented have been extended and revised in comparison to
the peer-reviewed publication. In addition, parts of this chap-
ter were presented in "Motion Capturing" in the 2017Springer
book: "Web-basierte Anwendungen Virtueller Techniken" [ 92].

This chapter is structured as follows: First, the objectives for the
VMS are de�ned. Since all objectives are interlinked, they are clus-
tered into three different layers of objectives and their interdepen-
dencies are discussed. Secondly, the objectives lead to theVMS's key
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properties, which the novel Collaborative Virtual Environment ( CVE)
intends to reach. All developments in upcoming chapters will con-
tribute to the key properties presented as the VMS concepts also focus
on practical aspects such as work�ows in CVEs for workshop envi-
ronments. These VMS key properties and goals are described in the
context of relevant publications in the literature. The proposed VMS

system setup is presented subsequently, including speci�cations for
hardware and required simulation software components. Finally, the
general evaluation possibilities of the overall concepts are discussed
using an evaluation matrix.

5.1 objectives

The VMS is based on a complex, multi-layered objectives environment.
Three different categories of objectives have been deduced. All of
them are interlinked to one another and therefore form a utility chain:
Company-scope objectives, objectives of digital simulation methods
and objectives of the VMS. Kunst et al. present a model for calculating
the pro�tability of VR systems [93] and summarize such utility chains
accordingly as discussed in Table 5.1. Kunst et al. state that strate-
gic objectives are dif�cult to quantify, have a long-term effect horizon
and are dif�cult to assess, whereas in the operative organizational
unit, utility can be quanti�ed directly and utility can be revealed on
a short-term basis. Table 5.1 has been adapted to the following VMS

objectives [23].

Table 5.1: Analysis of utility categories (adapted from Kunst [ 93, p. 11])

Utility
category

Company
scope utility

Digital simu-
lation utility

VMS's utility

Company
scope

Strategic Tactical Operative

Quantifyability Not directly
quantifyable

Calculable Directly quan-
tifyable

Time horizon Long-term Medium-term Short-term

Based on Kunst et al., three categories of objectives are depicted in
Figure 5.1. In the following, each category of objectives is presented
in the respective order.

5.1.1 Company scope objectives

One of several company goals is to produce maximum quality prod-
ucts at a minimum total amount of costs. For production planning,
this means that the total amount of costs and production time must
be reduced despite higher changeability, �exibility and quality in the



5.1 objectives 63

Figure 5.1: Interconnected objectives: From company-scope objectives to ob-
jectives of the VMS

production systems (see Figure 5.1). Production systems have to be-
come more changeable (e.g. faster changes in production facility) and
more �exible (e.g. output quantity). Product related costs caused by
errors can be reduced via higher planning quality. Such company-
scope objectives of automotive OEMs have been broadly discussed in
the literature (see [54, 94]).

Advanced virtual simulation methods promise to reach these goals
earlier at a higher quality and thus lower costs. We present a compre-
hensive set of virtual and augmented reality methods for real-time
assessments of manual assembly tasks during interdisciplinary PV

workshops.

5.1.2 Objectives of digital simulation methods

Reducing the amount of PMUs : Building and testing physical proto-
types of new cars is one major cost factor in vehicle development [ 25,
78]. Automotive OEMs thus generally try to reduce this cost-intensive
development stage of building prototype cars. "Physical prototype
building and testing is one of the major cost factors in vehicle de-
velopment. This cost increases with the number of models." [ 95]. En-
hancing virtual simulation methods for usage in virtual assessments
would allow for building fewer PMUs. Even though, PMUs are still
required in the very late stages, the overall number of physical pro-
totypes can be reduced. Late prototypes can already be produced
using �nal production rigs, making it possible to disestablish early it-
erations of development rigs. In early 2017, the automotive OEM Tesla
announced that they want to completely skip the hardware produc-
tion line veri�cation stage and only build a small amount of hardware
prototypes in order to reduce costs as well as speed up the produc-
tion process by virtually simulating all production phases [ 96]: "Tesla,
however, is skipping that preliminary step and ordering permanent,
more expensive equipment as it races to launch its Model 3 sedan
by a self-imposed volume production deadline of September [ 2017]."
These virtual assessment methods are labeled "advanced analytical
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techniques" by Tesla. "Therefore, reducing the number of physical
prototypes is a key aspect of future competitiveness" [ 95].

Reducing the overall timespan of the PDP: Shorter development
cycles in the automotive market are necessary to achieve greater �ex-
ibility and mutability in the demand context of mass-customization,
quicker product updates and changing market demands (see Weber
[25]). That is why it is necessary to achieve a higher quality for both
the product and production planning during the early stages of the
PDP. This process is called frontloading. As a side effect of shorter
development cycles, the overall development costs drop.

Higher data maturity: To obtain shorter development cycles and
fewer product related errors, the DMU data quality must improve.
This problem has also been widely discussed in the literature (see
Manns et al. [66]). In the early stages, DMU data quality often is not
suf�cient for the ef�cient veri�cation of production criteria. Manufac-
turing information must be created from DMU data in order to get PPR

information updated synchronously. For example, DMU data already
geometrically models product screws properly. The corresponding
process information often is still built manually because only little
manufacturing information is linked to the DMU data. Ideally, changes
in geometric DMU data would also cause automatic updates in process
data if this information is linked properly.

Enabling late changes: Even if the product development cycle can-
not be accelerated for certain products, the use of virtual validation
methods does offer the possibility to enable late changes at lower
costs. The later physical prototypes are built, the less investment is
needed and the more �exibility a product has [ 25, p. 89].

Smooth ramp-up: On-time launches and smooth ramp-up processes
can only be guaranteed if processes are robust from the �rst day
of production. The ramp-up process aims to achieve the expected
throughput of the new production line as quickly as possible.

Mixed model line: As the market demands more and more mass
customization and diversi�cation of products, many automotive OEMs

do offer more models, variants and derivatives with additional extra
equipment. "Mercedes-Benz went from offering nine models in 1993
to expecting to offer 32 in 2015" [95]. This rising diversi�cation places
additional requirements on production planning in order to integrate
multiple products in the same production line while also ensuring
high pro�tability. The greater the time spread of a production cycle
time and the more diverse work contents is located at a single work-
station, the more complex planning becomes. Even when integrating
the succeeding product in an existing production line, line balancing
must be optimized since the old and new product must be produced
ef�ciently at the same time. This means that the work contents and
materials required can change considerably. This complexity in work
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contents cannot be assessed without digital simulation and validation
methods.

All of these market demands, company demands and demands for
digital simulation and validation tools put pressure on production
planning to �nd novel possibilities to meet these requirements. This
is why the VMS framework is presented below to ful�ll some of the
aforementioned objectives.

5.1.3 Objectives of the VMS framework

The consistent implementation of virtual assessment methods and
processes is a promising approach to ful�ll the aforementioned re-
quirements. The systematic use of more digital assessments and vali-
dations can meet the requirements for a smoother ramp-up, ef�cient
mixed model line planning, fewer PMUs and shorter development cy-
cles. Therefore, the overall objective of the VMS is to provide a shared
virtual environment for collaborative PV workshop situations:

Reach veri�cation criteria using DMUs : Currently, PMU-based pro-
duction validation for manual assembly processes is still state of the
art with sporadic, static DMU build-ups. Therefore, one objective of
the VMS is to integrate new technologies and methods to assess more
validation criteria in the virtual domain.

Supporting workshop situations: Validation and veri�cation tasks
are executed in workshops. The VMS aims to ef�ciently present the
simulation contents to multiple workshop participants. For shared
content, using either PMUs or DMUs , participants have to create a
common understanding of all planning aspects: Product, processes,
workstation and logistics layouts, tooling, etc. Workshop participants
should be enabled to interact easily with the DMUs without additional
lead times and without training in virtual environments. If this pre-
requisite is met, collaborative decision making is possible and fewer
problem solving cycles are needed.

Integration of PPR data: PV workshops use many heterogeneous
data sources and simulation systems to achieve their workshop goals.
Product data is displayed in a dedicated 3D visualization system,
whereas process data is visualized in alphanumeric planning systems
and workstation layout data is displayed separately in regular of�ce
systems. TheVMS aims to integrate these data sources and simulation
systems in one tool which also comprises process models of real PDM

data.
Applicability in all phases of the PDP: It must be possible to use

the VMS framework in all assembly validation relevant phases of the
PDP. Due to the fact that PMUs should be built as late as possible,
fewer PMUs are available during the early phases of planning, even
though the PV assessments still have to be conducted. However, in
the late phases of thePDP, PMUs are available, which is why operators
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and participants must be enabled to use a �exible degree of virtual
technologies, such as virtual reality, mixed reality and augmented
reality.

Reduction of preparation effort: A reduction in the time required
for preparation has two aspects: A reduction in authoring effort and
a reduction in technical preparation effort during virtual workshop
situations. Due to the system complexity in authoring, PV workshops
must be prepared by experts a long time before the workshops begin.
An ef�cient and consistent data provisioning process for the heteroge-
nous data sources helps make authoring easier as well. This lead time
must be reduced. When lead times and data freeze times can be set
later, data maturity increases.

Reduction of entry barriers: Interactive simulation currently re-
quires expert knowledge. However, the VMS's intended customers do
not have vast background knowledge on virtual assessments. This
is why complexity during the usage of virtual assessments must be
reduced. By lowering technical entry barriers for interactive virtual
assessments, production planners can carry out assessments on their
own. The need for a technical operator would be eliminated, reducing
total costs.

All objectives presented aim to form a dynamic, interactive, virtual
replica of future workstations for the assessment of manual assembly
tasks - a "Virtual Manufacturing Station."

5.2 key properties of the virtual manufacturing sta -
tion

Multiple key properties are introduced for the implementation of the
VMS framework's objectives. For each key property, basic research is
presented and results are integrated and adapted for the VMS frame-
work. The VMS framework covers integrated hardware, software and
a methodology for PV workshops.

For the realization of the VMS framework as a collaborative work-
shop environment, multiple key properties must be met. This applies
to the entire automotive validation process, from authoring to hold-
ing PV workshops. In the context of CSCW, Szalavári et al. present
an architecture for multi-user collaborative virtual environments for
AR content [97]. They discuss key properties of such a collaborative
workshop environment and call it an "augmented laboratory" that
they intend to use for "visualization, presentation and education." In
accordance with the "Studierstube" approach, the VMS framework's
key properties are presented and discussed in the following chapters
with respect to the requirements of automotive production validation.

Figure 5.2 depicts the key properties of the VMS, which summarize
the attributes of the VMS framework.
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Figure 5.2: Key properties of the Virtual Manufacturing Station

5.2.1 Integration of PMU and DMU

As de�ned in Chapter 4, state-of-the-art PV workshops are held either
solely with the assistance of hardware-based prototypes or solely in
virtual space but not yet incrementally in the virtuality continuum as
depicted in Figure 5.3.

Figure 5.3: Virtuality continuum for production veri�cation workshops ac-
cording to Milgram and Kishino [ 98]

The VMS framework offers multiple output variants in the so called
"virtuality continuum" [ 98]. Several increments ranging from the phys-
ical domain to mixed and augmented reality to virtual reality are pro-
vided. Depending on the state of the PDP, the workshop managers or
technical operators can choose the proper input and output modali-
ties for the respective validation task.

For example, in the late phases of the PDP most parts of the car
are already physically available. Due to simulation restrictions, the
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�exible behavior of assembly parts can only be assessed physically.
DMUs are still required because not all extra equipment combinations
can be cross-checked due to their enormous variance. Szalavari de-
scribes this need for augmentation as follows: "Real-world objects can
be augmented with spatially aligned information. This allows smooth
extension of real objects with virtual properties in design processes,
like variations of new parts for an existing system. Superimposed in-
formation can also incorporate enhancing elements for real objects,
like descriptions or guidance in training or education situations" [ 97].
This is why during the PV assessmentsDMUs are superimposed to
switch between all variants of the product. Therefore, a co-existence
of the DMU and PMU parts is compulsory for checking variant rich
products.

Lifton and Paradiso have extended the concepts of such mixed re-
ality scenarios to the concept of dual reality which is de�ned "as an
environment resulting from the interplay between the real world and
the virtual world" [ 99] that inherits the capability to "mutually re�ect,
in�uence and merge into one another." Transferring this idea to the
manufacturing industry, this leads to various workshop constellations
which are held between the hardware-based and the digital domain.
These concepts proposed by Lifton and Paradiso [99] share several
characteristics and objectives with research on `cyber-physical equiv-
alence' (compare Stork et al. [100] and Otto et al. [ 80]). Both research
areas have in�uenced the concept of the proposed VMS framework
methods.

For PMU&DMU registration in PV workshops, Arteaga et al. have
presented a reference framework for manual assembly systems [15],
extending the concepts of Bordegoni et al. [101]. In this framework,
Arteaga et al. introduce a concept for three levels in the virtual contin-
uum, namely for workers, objects and interaction. In manual assem-
bly simulation, both workers and objects can be present as real, mixed
or digital representations and interaction has two different manifes-
tations: "Visual interaction" and "visual and haptic interaction." This
results in multiple assessment variants involving varying degrees of
physical parts and humans. For example, they propose a range of as-
sessment types such as "Motion Capture (MoCap) based simulations",
"AR based simulations", "purely DHM based simulations", "purely
physical based simulations" and "enriched haptics based simulation."
The VMS applies these reference framework's concepts in its key prop-
erties. Table 5.2 shows an example for choosing a mixed reality sim-
ulation with a physical base part, virtual assembly part, physical re-
sources and a simulated worker.

In general, PMUs are increasingly available during PDP (see Sec-
tion 3.3). PMUs could, for instance, be carry-over parts from predeces-
sor models, 3d printed models or other related products. Therefore,
similar PMUs could resemble the planned part in terms of geometry,
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Assessment
item

Physical representation Digital representation

Base part
(e.g. car body)

X
physical chassis

Assembly
parts

X
virtual part

Resources X
real screw driver

Human X
real human

Table 5.2: Example for mixture possibilities in virtual assessments. The oper-
ator can choose from among various purely physical, virtual and
augmented reality assessments

weight and mounting. Since the number of combinatory possibilities
of assessment elements with digital and physical models is too high,
it is not possible to determine a priori which method will best suit the
requirements of the speci�c veri�cation task (see [ 15], [101]). This gap
can be bridged by using the VMS framework which enables workshop
managers to employ all techniques instantaneously. Consequently, de-
pending on the assessment scope and availability of PMUs and DMUs ,
there are multiple possibilities to match veri�cation tasks in work-
shop situations with physical and virtual assessment methods (see
Table 5.2).

Overall, PV workshop participants are more familiar with the use
of PMUs. To maintain a familiar work setup, digital content can be su-
perimposed onto PMUs in the VMS without any body-worn AR devices.
"Manipulation of the real world models (e.g. its orientation) is more
intuitive to support than a purely virtual environment." [ 97] This en-
ables production engineers to walk around a physical car body, grasp
assembly parts and feel the weight of tools.

5.2.2 True to scale visualization & co-location

True-to-scale visualization is essential for direct user feedback. With
an an orthographic view-independent rendering of the virtual scene
in the VMS, experts get a good impression of distances, sizes and
speeds. If PMU and DMU are registered to tracking systems at the
same time, a 1:1 movement of both the trackable or the human rep-
resentation is visualized in the digital domain as a digital twin or
"cyberphysical equivalence." Stork describes the interaction and the
challenges in visual computing of advanced manufacturing [ 100] for
cyberphysical production systems. The VMS can be seen as a realiza-
tion of the proposed conceptual model of visual computing. True-



70 the virtual manufacturing station framework

to-scale visualization is one aspect of `equivalence.' Virtual spatial
relations match physical spatial representations, which allows for a
precise registration of PMU and DMU . Human beings are able to esti-
mate lengths, spatial relations and speeds linearly and precisely (see
Chapter 8). Starting the simulation, the participant can easily step
into the augmented workspace and verify planned assembly process
steps with regard to planned times, position, dependencies, effective
work time and the ergonomic aspects of the assembly cell with less
effort of interpretation and mental scaling.

5.2.3 Collaborative Virtual Environments

The VMS framework supports the collaboration of all participants
within the virtual domain. Ishii states in his paper on Tangible Bits
that "Interactive surfaces are another promising approach to support
collaborative design and simulation that has been explored by many
researchers in the past years to support a variety of spatial applica-
tions" [102]. The VMS framework enables PV workshop participants
to collaborate with the simulation scene. The literature offers multi-
ple recognized de�nitions of CVEs. According to the "Encyclopedia of
Multimedia," Furht de�nes CVEs as follows:

"A collaborative virtual environment is a shared virtual world that
allows its users to collaborate in the synthetic world, performing
shared object manipulation and other collaborative tasks" [ 103].

Furht further describes four axiomatic enablers for collaboration
between workshop participants [ 103]:

1. Connectedness: Ensure necessary connectivity between partici-
pants.

2. Awareness: Facilitate awareness (and discovery) of other partic-
ipants.

3. Sharing: Facilitate sharing and exchange of information between
participants. Snowdon et al. support this aspect by stating: "In-
formation sharing is central to collaborative work" (see also
[104]).

4. Communication: Facilitate dialogue and interaction between
participants (above and beyond information exchange). "Arte-
facts and embodiments also are an essential aspect of communi-
cation and this is how the representation of people and artefacts
such as documents and tools within CVEs can facilitate commu-
nication" (see also [104]).

In order to �nd overall optimal solutions and trade-offs between PV

workshop participants' areas of expertise (e.g. ergonomics vs. time
optimizations vs. line balancing), they must share information and
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communicate about the virtual assessments being carried out. PV

workshop managers are expected to moderate the complex validation
tasks and to guide the collaborative efforts in the VE, the same as in
the physical domain. Such typical tasks are presented in accordance
with the CVE "Studierstube" by Szalavári et al., as they intend to use
the CVE for "viewing and examining [of] objects that are not accessible
directly or that do not exist in the real world" [ 97]. Multiple digital
and physical information sources must be fused in PV workshops
to obtain a holistic understanding of the workstation under assess-
ment. Alphanumeric work task process descriptions, CAD datasets,
task documentation lists, process plans, material zone data and mo-
tion trajectories are only a few examples of data that are shared and
collaboratively interacted on in the VMS simultaneously. "Size, com-
plexity, physical properties are just parameters in a simulation, no
longer are they constraints for the analysis" [ 97].

Whereas Furht focuses on collaboration in the digital domain only,
the VMS extends the CVEs to include collaboration in the physical
world, since both domains can be blended. Collaboration between
workshop participants can take place equally in the physical and vir-
tual domain. For example, in a co-located workshop two users can
simultaneously interact with the virtual CAD model while discussing
verbally and non-verbally (gestures and facial expressions) in the
physical domain. Similarly, Billinghurst et al. present "SharedSpace"
as an augmented reality interface for co-located, collaborative com-
puting [ 105]: "Co-located users can see each other's facial expressions,
gestures and body language thus supporting natural face-to-face com-
munication cues. Thus the "SharedSpace" interface allows multiple
users in the same location to simultaneously work in both the real
and virtual world."

5.2.4 Symmetric and asymmetric output for AR/VR

Sharing both the physical and virtual content in a collaborative work-
shop session, participants are led to the question which output tech-
nology is best in �nding optimal solutions for their assessment cri-
teria. In a baseline scenario, all participants look at the same out-
put device. In the literature, this is called symmetric output, since all
participants consume the same, view-independent content from one
screen. Symmetric situations are given, when "the visual information
and the possibility to interact with the virtual content are the same
for [the] collaborators" [ 106].

Another symmetric output arrangement uses multiple VR-HMD s
for all participants. Langbehn et al. propose a way to deal with mul-
tiple people in such a setup [ 107] in a physically shared space. They
propose shadow-avatars, which are virtual representations of physi-
cal users, in order to show their spatial distance in VR. Users interact
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at a physical distance to avoid collision in physical space and thus pre-
vent accidents. They propose semi-transparent silhouettes of virtual
human representations. Evaluations have shown that temporarily vis-
ible shadow-avatars generate signi�cantly more collisions compared
to permanently visible humans. For this reason, the physical and vir-
tual space stay permanently coupled implying that single user tele-
portation in the virtual domain is prohibited. Virtual spatial relations
match physical spatial representations between users.

Nevertheless, the literature also provides insights into asymmetric
output and the combination of multiple individual output devices,
such as large high resolution displays, AR Optical See-Through (OST)-
HMD s, window to the world, projection spatial augmented reality and
many more (see Benko et al. [108]). Depending on the desired profes-
sional goal and effect (e.g. immersion and presence), there are several
possible combinations to display the above-mentioned contents.

Gugenheimer et al. present ShareVR as a proof of concept for an
asymmetric, co-located VR environment where both HMD and Non-
HMD users are engaged at the same time in a living room environ-
ment [109]. They argue that different users want different experiences
and different levels of engagement while gaming. Therefore, they en-
able users to interact in the same physical and virtual space using
different (asymmetric) visualization hardware. This study is limited
to living room environment use cases in the private space with gam-
ing as the main focus. This is why they measured engagement and
enjoyment. Similarly to the VMS key properties presented by Otto et
al. [110], they use a �oor projection unit, portable "window to the
world displays" and HMD s as visualization hardware, all registered to
a common coordinate space by using a tracking system. In contrast
to the work of Gugenheimer et al., PV workshops do not focus on
enjoyment during the assessment workshops but on solving manual
assembly issues. In addition, the audience of PV workshops is larger
than the typical asymmetric interaction proposed by ShareVR. While
PV workshops typically have 10 to 20 people interacting with the sys-
tem (see Section3.3), the use cases presented by Gugenheimer et al.
are limited to two persons interacting in the same physical space.

The publication RoomAlive [ 111] by Jones et al. usesSAR experi-
ences to transform the entire living room into a gaming experience
by registering multiple projectors with multiple Kinect V 2 cameras to
generate an immersive SAR environment. They investigate the design
space of suchSAR environments for gaming purposes. Interaction is
limited to a symmetric, co-located approach because all users in the
living room use the same projections and input channels for interac-
tion.

Even if there was the technical possibility to synchronize virtual
contents throughout massive amounts of VR head-mounted-displays
in PV workshops, this would not be an ef�cient method of collabo-
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ration due to limited physical space. Therefore, the VMS framework
offers a way to synchronize up to three VR HMD s in the assessment en-
vironment; meanwhile the other participants are consuming an exo-
perspective on a large high-resolution display. The VMS framework is
thus mainly designed for use as an asymmetric output for collabora-
tive situations.

The technical operator of the PV workshop must switch the avail-
able output devices according to the interactive assessment goal. For
example, if a PMU is available, in-situ projections could be suitable
to reach the assessment goal by superimposing the wireframe of an
assembly part onto the physical chassis. Nevertheless, only some use
cases are suitable forSAR (as discussed in Chapter9). This means that
a combination of asymmetric output devices is required as well. Mul-
tiple variants of visualization, tracking, and interaction can be chosen
at the same time.

5.2.5 Multi-user support

Similar to the collaborative features, multi-user support is also a key
property of the VMS to generate shared virtual worlds: "A situation
where multiple users congregate to discuss, design, or perform other
types of joint work is generally categorized as CSCW (computer sup-
ported cooperate work)" [ 97]. As described in Section 3.3.4, PV work-
shops consist of up to 20 participants. That is why the VMS's input
and output devices must be designed for multi-user scenarios.

Output components must be able to be viewed simultaneously
by up to 20 persons for collaboration. This is why LHRD s are most
promising for view-independent rendering and data visualization. In
contrast, view-dependent renderings are generated by one or multi-
ple VR devices. Non-VR users share simulation contents by either look-
ing at public displays or using additional VR headsets. Synchronized
asymmetric visualization devices share the same simulation environ-
ment. All participants must be able to consume the shared digital
contents and perceive the same virtual space appropriately, even if
they use different output modalities.

Input components , such as tracking devices must be able to simul-
taneously track multiple people and objects for multi-user support.
For instance, for ergonomic assessments in theVMS, fast switching
between participants is enabled and multiple persons can be tracked
simultaneously. Workers depend on and interact with each other in
reality and with the simulation model. The same holds for object
tracking. Multiple tools such as screw drivers can be involved simul-
taneously in work tasks, i.e. for mounting a front module of a car.

Sharing content is crucial for PV workshops. "Investigated objects
are in general shared among users, in the sense of visibility, this
means that all participants can see the same coherent model, con-
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sistent in its state over time" [ 97]. In contrast to shared data, private
data must remain invisible for other workshop participants. Private
output possibilities are available for everyone because participants
bring their own notebooks to the VMS. No additional focus is set on
data security in the VMS as all participants are authorized to see all
data, however, this data is of no interest to others as each user works
on their own �eld of expertise (see also Seifert et al. [ 112], Langner et
al. [113] and Winkler et al. [ 114] for public and private data) There-
fore, this VMS's key properties focus on sharing public content.

In multi-user environments, the literature also discusses social com-
munication between participants to keep communication channels as
unaffected as possible. Argelaguet et al. propose a multi-user system
to "support spatial understanding" by extending the capabilities of
reality. "Users can talk to each other, gesture and point into the vir-
tual scenery as if it were real. As in reality, referring to objects by
pointing, results often in a situation where objects are occluded from
the other users' viewpoints" [ 115]. Argelaguet et al. propose a ren-
dering technique so that the participants' view-dependent rendering
shows occluding virtual scene objects as transparent if they interfere
with the other person's line of sight. Such systems help support social
communication between multi-users [ 115].

5.2.6 Natural User Interfaces

Besides conventional human interfaces devices (HID), such as key-
board and mouse, interaction, exploration and manipulation of VEs
can be realized using a new form of interfaces, namely Natural User
Interfaces (NUI). Steve Ballmer sees those interfaces as "touch, speech,
gestures, handwriting and vision" [ 116] that enable "contextual and
environmental awareness, immersive 3D experiences and anticipa-
tory computing"[ 116]. Following Wigdor and Wixon in their book
"Brave NUI world", the term "natural" does not imply a mimicry of
the "real world", but describes NUI as a "design philosophy and a
source for metrics" [117, p. 9]. Even though mostly direct touch and
gesture interaction is described, multiple modalities can enable the
construction of a natural user interface. NUIs must create an experi-
ence that can "feel like an extension of their body" and feels just as
natural to a novice as it does to an expert user." It "does not try to
mimic the real world" and considers the "context, including the rich
metaphors, visual indications, feedback, and input/output methods
for the context"[ 117, p. 13]. Other sources add aspects of an invisi-
ble interface, direct interaction with content, fast learning curves of
increasingly complex interactions, and usage of natural human be-
haviors to their de�nitions of NUIs. In consensus with all sources,
interfaces are not natural if they "exploit skills that we have acquired
through a lifetime of living in the world" [ 118].
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Figure 5.4: Four types of personas are involved in virtual PV workshops: Au-
thoring experts, technical operators, PV workshop leaders and
participants

As early as 2001, Zachmann and Rettig described a natural user in-
terface for virtual assembly simulation scenarios [ 119]. They propose
techniques and methods for multi-modal input techniques including
speech input and gesture recognition for controlling the assembly
system. Speci�cally, they present a natural grasping algorithm for
collision-free assembly paths. As in the VMS framework, interactive
assessments can be carried out using NUIs.

Following these design considerations for NUI interfaces, the VMS

is expected to leverage new technologies and sensors. Space mice en-
able operators to manipulate CAD data easily with six degrees of free-
dom (see Preim and Dachselt [120, p. 289]). Markerless tracking with
non-intrusive 3D measurements for full body interaction (see Preim
and Dachselt [120, p. 304]) are also integrated in the VMS framework
for DHM manipulation.

5.3 personas

In user-centered design processes, personas are useful to consider
the workshop participants' desires, goals and limitations [ 121]. The
entire interaction design of the VMS is adapted to the following per-
sonas. The personas are derived from the roles of all participants in
the collaborative workshops (see Figure 5.4).

Even though there are many stakeholders for the VMS, this frame-
work focuses on the main customers, namely production validation
engineers. In interdisciplinary PV workshops, each specialist takes
on a different role. Manufacturing specialists, including ergonomic
experts, time experts, logistics experts or product experts, bene�t
from the VMS by utilizing interactive methods such as DHM manip-
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ulation and immersive assembly simulations (for an exhaustive list
of workshop roles see Section 3.3.4). Managers of interdisciplinary
PV workshops hope to use VMS to achieve shorter execution times,
fewer problem solving cycles and simpli�ed documentation. Techni-
cal operators provide technological support for manufacturing spe-
cialists in the preparation and running of workshops. When using the
VMS, technical operators provide supported by reducing system com-
plexity during authoring but also during the workshops. They are in
charge of manipulating the simulation as well as operating interactive
components. In addition, adjacent stakeholders are all organizational
units which deliver inputs or pro�t from outcomes of the PV work-
shops. For example, if PV workshops reveal optimization potentials
in product parts, "research and development" becomes a stakeholder
as they must optimize the product for manufacturing (see Design for
Manufacturing and Assembly [ 40]). In terms of change management,
stakeholders welcome developments that simplify their tasks or make
them more ef�cient. Nevertheless, for strategic or tactical goals it is
often necessary to put additional effort in one organizational unit to
optimize the overall process. This potentially leads to stakeholders
opposing the VMS's novel methods. Four types of personas using the
VMS framework can be derived:

• Authoring expert: The authoring expert's main task is to pre-
pare data beforehand the workshops. He/She is in charge of
setting up the virtual simulation scenes in advance, which is
called "authoring process." He/She must download all relevant
CAD models, resource models, process data and fuse these soli-
tary data sources to a holistic batch-operable virtual assessment
environment. Multiple product variants with heterogeneous fea-
tures must be con�gured and prepared for each workshop.

• Technical operator: The main task of the technical operator is to
set up and maintain the entire assessment environment includ-
ing hardware start-up, calibrating and instantiating the interac-
tive components such as virtual reality and tracking systems.
He/she loads the virtual environment prepared by the author-
ing expert. The technical operator is present during the entire
workshop and steers the 3D views as desired by the specialists.
He or she changes the manufacturing state accordingly to the
validation process and compares all product variants with one
another and aims at having the best usability as he/she is re-
sponsible for using all technical devices.

• Workshop leader: He or she is responsible for running PV work-
shops ef�ciently and assessing all veri�cation tasks.

• Workshop participants: The participants are specialists in their
area of expertise. They are responsible for �nding optimal solu-
tions and trade-offs in collaboration with the other specialists.
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Figure 5.5: Merging the physical and virtual workshop areas

During longer workshops, participants may change over time
due to their limited area of responsibility. For example, produc-
tion engineers are responsible for a speci�c number of worksta-
tions.

5.4 hardware components

Based on the key properties, a hardware setup consisting of multiple
input and output devices and infrastructure is proposed.

5.4.1 Room size and arrangement

The VMS environment is a stationary workshop environment where
people meet to run PV workshops. As described in Section 3.3.4, these
PV workshops can consist of up to 20 participants, so the workshop
area must be large enough for the respective number of people. In ad-
dition to this required space, one key property of the VMS is true-to
scale visualization of digital contents (see Figure 5.6). Arteaga et al.
describe such a workshop environment as an "area where assembly
takes place includes the space required for equipment and workers,
as well as the space required for the storage of components and �n-
ished products" [ 15]. Therefore, a real assembly cell must �t in the
VMS's workshop area.

Since passenger cars are typically up to 6 meters long and 2.5 me-
ters wide, a manufacturing cell with additional worker areas and ma-
terial zones should be at least 9 meters by 6 meters for a realistic
validation of the future assembly environment. Hence the VMS must
be at least this size.
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5.4.2 Output devices

For a holistic VMS workshop environment, multiple output compo-
nents are combined:

• Laser and video-based projection systems for Spatial Augmented
Reality

• Powerwalls for large high resolution displays

• Floor visualization for interactive manipulation of the simula-
tion environment

• VR headsets for immersive 3D experiences

These approaches are illustrated in Figure 5.6, showing a rendering
of all components of the intended VMS framework. Figure 5.7 shows
a rendering of a large high-resolution, wall-sized visualization device
as a vision for the VMS's multi-display environment.

Figure 5.6: Rendering of the vision for an integrated virtual manufacturing
station environment as a collaborative workshop environment
for interactive assessments of manual assembly tasks

5.4.3 Input devices

Enabling natural user interfaces also requires input technologies. Be-
sides classical interfaces such as keyboard, mouse and6D-spacemouse,
marker-based (ARTracking) and markerless full-body tracking and
object tracking sensors for an arbitrarily large tracking area are inte-
grated as well as direct �oor interaction capabilities. For markerless
tracking, an array of multi depth cameras (Microsoft Kinect v 2) is
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Figure 5.7: Rendering of large multiple wall-sized large high-resolution vi-
sualization devices with a LED �oor.

installed. For VR interaction, base stations are integrated as input de-
vices for precise 6 Degrees of Freedom (DoF) tracking (HTC Vive base
stations).

5.5 simulation software components

As the hardware components must be driven by a simulation envi-
ronment, one central assembly assessment program is presented as
a dedicated batch assessment environment for manual assembly pro-
cesses. Nevertheless, multiple tools have been generated to drive the
entire VMS's framework. The central software allows the holistic sim-
ulation of entire workstations in the upcoming factory. Therefore, het-
erogeneous data sources are fused and integrated in theVE. To enable
the usage of the proposed hardware setups, the simulation software
must also support the tracking of objects, manipulation of DHM s, true
to scale rendering and orthographic bird's eye view for augmented
�oor visualizations. Spatial augmented reality is attached to standard-
ized interfaces.

The participants' experience is a batch evaluation of a complete fac-
tory assessment. The software allows to build up the product virtually
step by step, e.g. a passenger car. During these assessments, the batch
simulation environment also allows for collaborative manipulation of
the VE with immersive environments.

5.6 research areas related to the key properties

Summarizing the key properties and the research agenda for the VMS,
all studies in the following chapters are carried out to contribute to
the general VMS's application objectives and key properties. All as-
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pects contribute to the overall system but the respective studies con-
tribute to speci�c key properties. At least one study contributes to
the mentioned key properties and exempli�es how the respective key
properties are enabled by research presented in the respective upcom-
ing chapters. These interlinks between proposed key properties and
research areas are depicted in Figure5.8.

Figure 5.8: Research matrix of the studies related to the key properties of
the VMS

The following research studies are discussed:

1. VR2A: By presenting research on an open standardized bench-
mark for virtual reality assembly assessment, assembly simu-
lation environment limitations and properties can be revealed.
This enables more sophisticated assembly simulations and widens
the application areas for CVEs.

2. For spatial augmented reality, the collaboration performance
is evaluated in an abstract workshop situation with divided
knowledge. This research generates insights into the task com-
pletion time, using different ways of computer-mediated com-
munication including spatial augmented reality.

3. For the true-to-scale key property, a size perception research
study is presented, testing the accuracy and precision perceived
sizes when using an LED �oor.

4. In the context of multi-user support, ergonomic assessments are
presented using a scalable markerless tracking system.

5. For the asymmetric output key property, an augmented �oor
surface is used as a virtual stencil. An evaluation shows that
task completion times for setting up typical cardboard layouts
can be reduced by using LED �oors.

6. A design space evaluation is carried out for spatial augmented
reality to demonstrate the bene�ts and limitations of using spa-
tial augmented reality in PMU and DMU registrated setups.
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7. For the key property, natural user interfaces research is carried
out on a novel scalable, markerless full-body tracking system
is presented and analyzed with respect to its tracking perfor-
mance.

Additionally, further research contributions are the state of the art
analyses and the demonstration of a VMS's framework implementa-
tion.
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V R / A R A S S E M B LY VA L I D AT I O N

Assembly validation software enables production planning depart-
ments to simulate mid-level to low-level production processes in the
virtual domain. In their literature review, Cecil and Kanachanapiboon
[122] distinguish between two major categories in virtual prototyp-
ing , namely virtual product design and manufacturing validation.
For virtual manufacturing validation, the sub-categories of factory-
level simulation, lower-level machining processes and virtual proto-
typing of assembly processes can be clustered. This chapter focuses
on the latter sub-category, by presenting de�ciencies in the literature
and an implementation of this type of software for the automotive
sector.

Ideally, planning and validation software should be integrated in
a way that eliminates the need for data transfer and manual prepa-
ration when using the validation software components. Commercial
CAD -based validation software is offered for various domains in the
manufacturing industry, such as logistics simulation, line balancing
simulation and robot simulation as well as manual �nal assembly
simulation. This leads to a versatile environment of multiple commer-
cially available validation tools, each having differing main scopes
with overlapping capabilities.

This chapter provides insights into human-computer interaction
and production engineering research aspects concerning assembly
validation tools in the context of the VMS. The VMS framework is the
central component for driving virtual and mixed reality virtual pro-
totyping build-ups of upcoming products. The VMS framework's key
properties (see Section5.2) must be enabled by the assembly valida-
tion software in order to achieve the overall VMS requirements. In this
chapter the following research questions are answered:

• What requirements exist for virtual validation of manual assem-
bly tasks?

• What are the de�ciencies of current commercial products?

• What does an assembly simulation tool look like that supports
the key properties of the VMS?

• What data is required to generate a holistic virtual manual as-
sembly line?

• How does VR support simulation capabilities and how can man-
ual assembly processes be validated usingVR?

83
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• How can operators determine and quantify their overall spatio-
temporal limitations of their VR assembly simulation?

For this doctoral thesis, the baseline has been de�ned based on
the contextual inquiry study (see Chapter 4). Current automotive
PV workshops are carried out in two ways: either entirely hardware-
based build-ups or sporadic DMU build-ups in static virtual environ-
ments. PMU-based workshops cannot have all product and part vari-
ants physically available as there are too many combinatory possi-
bilities of upcoming products. Physical assessments are increasingly
replaced by virtual assessments as fewer or no PMUs are available
in production preparation phases. DMU -based assessments currently
use a PDM viewer only. This means that no interaction is carried out
with the virtual prototype besides changing the visibility of parts in
the manufacturing sequence. Moreover, no additional components be-
sides the product itself are included, such as factory environments,
tooling, interactive DHM , screwdrivers and others (compare intention
of virtual prototyping in [ 122]).

This chapter �rst describes objectives of assembly validation soft-
ware in the context of the VMS with a focus on VR assembly assess-
ments. Next, the de�ciencies of commercial state of the art validation
software are discussed, followed by implementation details of a novel
validation software program. This VR/ AR assembly simulation soft-
ware represents the core simulation software for the VMS. First and
foremost, its purpose is to enable virtual prototyping and interac-
tive production validation of manual assembly processes. In contrast
to planning tools, the software limits the scope to the assessment of
manual assembly processes that support the VMS key properties and
uses all its hardware capabilities. It is thus a decision-making tool,
not a planning tool for generating additional production planning
contents. Batch assessments, fast rendering capabilities, standardized
interfaces for AR/VR and fast data preparation must be enabled. At
the end of this chapter, a VR assembly assessment score (VR2A) is
proposed and evaluated to create a standardized, open benchmark
for VR assembly assessments. Its goal is to quantify the overall sys-
tem's performance and limitations when carrying out assembly tasks
in VR.
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Research and Development context

The validation software and simulation framework presented
were developed as part of the publicly funded German BMBF
research project "ARVIDA" and were then integrated into a
real PV application. The virtual prototyping software discussed
here has been implemented by "Daimler Protics." Personal con-
tributions in this doctoral thesis are technical concepts, techni-
cal speci�cations, research exploitation and dissemination and
product owner responsibilities for the development of a user-
centric, productive simulation software program.

6.1 simulation software objectives

For automotive PV workshops, interactive virtual prototyping soft-
ware must allow production engineers to assess as many mid- and
low-level veri�cation aspects as possible (see Section 3.3.5). Mid-level
manufacturing virtual prototypes comprise "exploring process design
issues within a work cell, [. . . ], human operators, material handling
devices [and] conveyors" [122] in order to virtually study "the interac-
tions of these various components" [122], so that "process alternatives
can be compared and modi�ed" [ 122]. Low-level validations comprise
optimizations related to detailed analyses, such as "design of �xtures"
[122]. Therefore, four main purposes are derived as follows:

First, the simulation software must be able to perform a holistic
simulation of mid-level manual assembly workstations including
all product, process and resource relevant items . The virtual car as-
sembly simulation must inherit as many details as possible, including
factory data, resource data, human data and many more. Users in PV

workshops must be provided with all details required to assess their
own veri�cation criteria (see Section 3.3.5), e.g. process quality, prod-
uct data quality and economic aspects such as reduction of waste and
time, process ef�ciency at all workstations and overall assembly line
balancing. In order to reach all these aspects virtually, multiple data
sources must be fused in the assembly validation scene.

Second, thekey properties of the VMS 's collaborative virtual envi-
ronment must be enabled by the assessment software (see Section5.2).
All hardware components proposed in the context of the VMS must
be supported natively. Following that, collaborative assessments in
workshop situations are a central requirement for the validation soft-
ware. Standardized tracking components must also be integrated in
the software as well as true to scale visualization capabilities on large-
scale output devices.

Third, ef�cient simulation model generation must be made pos-
sible. State-of-the-art commercial tools require high authoring effort
(e.g. see Manns and Nestor for DHM animation effort [ 123]) for gen-
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erating such simulation models, especially for the simulation of an
entire assembly line. Choi et al. call for "techniques that enable han-
dling the whole factory at an instance, analyze it rapidly, and pro-
vide speedy feedback to the shop �oor" [ 124]. Most commercially
available simulation software components focus on the assessment of
single workstations with critical contents, whereas in PV workshops
batch simulation of entire assembly lines must be made possible. For
example, in PV workshops not only one ergonomically critical work-
station must be assessed but in onePV workshop hundreds of work-
stations containing all work contents must be assessed with as little
data preparation effort as possible. Even though this issue has been
the focus of many studies (compare Graf et al. [125]), it remains to be
solved.

Finally, intuitive user interfaces are required to reduce entry barri-
ers for operators and attendants. Operators must currently undergo
rigorous training so that they can build the VEs, navigate in the vir-
tual space, assemble the vehicle virtually, meet the assessment needs
of the workshop participants and enable VR assessments. All these
required skills can be simpli�ed by means of user-centric assembly
validation software.

6.2 state -of -the -art commercial validation tools

This section discusses drawbacks of current, commercially available
validation software in accordance with the �ndings of the preliminary
expert interviews (see Chapter 4). This state-of-the-art analysis has
been carried out in 2016.

The market offers a variety of manufacturing planning and valida-
tion tools for industrial assembly tasks. They vary greatly in their
scope but have overlapping capabilities as well. Commercial CAD -
based validation software is offered for various domains in the man-
ufacturing industry, such as intra-logistics simulation, line balancing
simulation, path planning simulation, robot simulation, ergonomics
simulation process optimization as well as manual �nal assembly sim-
ulation.

State-of-the-art commercial tools can be clustered in production
planning tools and production validation tools. Often, the scope be-
tween planning and validation tools is differentiated even though
both aspects are integrated. Typical representative planning tools are
"IPO.plan" by IPO.Log, "Delmia Process Engineer" by Dassault Sys-
tems, "Process Designer" by Siemens, "AssembySuite" by Taktiq and
others. They are natively generated for the initial planning of de-
tailed production processes and for balancing the workload in con-
tinuous �ow line production. Dedicated assembly assessment simu-
lation tools are "IC.IDO" by ESI, "Process Simulate" by Siemens and
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"Editor Menschlicher Arbeit" by IMK. "Delmia" by Dassault Systems
can be used for both tasks planning and validation.

However, multiple clusters of general de�ciencies reveal why com-
mercially available tools can hardly be applied in automotive PV work-
shops and the VMS. The following clusters describe the most impor-
tant challenges:

De�ciencies in visualization systems: Even though graphics cards
and computing power are continuously improving for desktop com-
puting systems, real-time rendering of massive data sets continues to
be a problem for desktop validation tools. In 2015Choi et al. stated
that the "development of 3D expression technology for manufactur-
ing `big data' is required" [ 124]. Volume independent rendering of
large datasets is a basic requirement for instantaneous switching be-
tween virtual prototypes. Since production engineers are responsible
for manual assembly tasks, they must interact with 3D representa-
tions of both the product and the resource. For this reason, huge data
volumes must be visualized at interactive frame rates. A minimum re-
fresh rate of 30 Hz must be reached for powerwall visualization, and
ideally a 90 Hz rendering refresh rate for VR applications, for �uent
rendering and reduction of cybersickness (compare [ 126]). Typically,
the tessellated3D geometry of a complete summary automotive prod-
uct car geometry is 30 to 50 gigabytes of data with 10 to 100 million
vertices and faces. This is an area of ongoing research as documented
in the "Visualization as a Service" approach [127] by Karl and Behr in
2017.

Novel techniques for the lossless rendering of arbitrarily large 3D
data sets are visibility-guided rendering technologies (see 3DInterac-
tive [ 128]) and other volume independent render systems (see NetAl-
lied [ 129]). Large 3D product geometry must be visualized in realtime
where ideally "render performance is essentially independent of data
volume". High performance renderers allow the visualization of large-
scale models with over 100 gigabytes of data on standard notebooks
and PCs. Interaction can be implemented for these renderers, such
as the picking of objects, position, animation or change of appear-
ance. Scene-graphs can be built on engineering data structure or can
be rearranged in object tree browsers with millions of objects. Most
recent approaches allow for ef�cient server-sided rendering such as
"visualization as a service" by Fraunhofer IGD, also called webVis/In-
stant 3D Hub [ 130]. These approaches are now increasingly used in
the automotive industry [ 127] and allow the ef�cient streaming of
pre-rendered, lossy models, but currently do not comprise any assess-
ment features and interactive features required for PV workshops.

From a practical point of view, PV workshops require that all CAD

data of a product be shown simultaneously – the so called summary
product – in order to assess all variants of a product at the same time.
In a slightly different way, the instantaneous switch in rendering be-
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tween multiple product variants (e.g. Coupé to Hatchback) must be
possible without any loading times. Lossy or reduced rendering of
models is not acceptable for PV workshops as participants need to see
the parts exactly as they are modeled. SinceDMU geometry inherits
multiple "layers," it must be possible to switch the visibility of each
layer on and off. Data conversion steps must be avoided or at least
be carried out on-the-�y during the run-time of the assembly valida-
tion software. This is not the case with most commercially available
software tools.

De�ciencies in batch assessment features: Ef�cient PV workshops
must be enabled by the assembly assessment software through the fa-
cilitation of batch assessments. Commercial products focus on single
workstation simulations not optimized for the batch assessment of
workstations. This leads to the requirement that the build-up of the
entire product can be achieved with one pre-generated VE showing
the build-up as close to reality as possible.

De�ciencies in interactive features: The overall goal is to visual-
ize the entire production process in a dynamic environment. Such
dynamic product build-ups include kinematics of the product and re-
sources, e.g. rotation axes of the doors, hood or translatory kinematics
for the marriage resources, which are applied from beneath the car
body. When attaching this generic tracking information to products,
DHM s or resources, many new use cases can be enabled, such as full
body tracking, hand tracking and object tracking. With these capabil-
ities, the simulation software can be used for the interactive simula-
tion of screw driver insertion paths, attachment of sub-assemblies to
trackers, visibility analyses using tracked views and many more. VR

support is still limited in the �eld of assembly simulation software,
even though research has on potential solutions and their bene�ts has
been conducted for several decades [26, 75].

De�ciencies in digital human modelling: In addition to general
interactive de�ciencies in commercial validation software, digital hu-
man models and their animation are sometimes either completely
unavailable or only have limited manipulation features such as pro-
prietary protocols. Therefore, digital human modeling must be ad-
dressed in a standardized manner to allow the integration of new
tracking devices. Forward and inverse retargeting algorithms must be
integrated and the number of joints in the skeleton must be precise
enough for full body tracking, including hands tracking. Avatars and
skeletal parameters must be changeable during run-time. In addition,
population databases for workers would be bene�cial. Both online
and of�ine animation must be enabled so that the simulation can be
replayed after a workshop ends. Sometimes only parts of the DHM

must be animated. Therefore, dedicated body parts must be driven
separately, such as lower body and upper body. For example, while
the lower body is in a static position, the upper body moves interac-
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tively. Another example is setting a pre-de�ned hand posture, while
the rest of the DHM is tracked online. These features are not yet com-
mercially available in "out of the box" virtual prototyping tools.

De�ciencies in automotive DMU product build-up: Because as-
sessment simulation software can be used generically in the man-
ufacturing industry, "out of the box" they lack speci�c features for
automotive manual �nal assembly: Data integration of DMU and tex-
tual manufacturing process plans, realization of pre-assembly cells
in precedence tree, showing the car manufacturing state at a given
workstation with one click, geometric mapping of moving product in
a DMU assembly line, and the matching of tasks and products on dif-
ferent hierarchical levels. Additionally, for automotive manual �nal
assembly easy adjustments of work heights, rotation of products in
C-hangers, assessment of walking paths and the usage of parametric
cell layouts are usually not included in commercially available assem-
bly validation software.

De�ciencies in standardized interfaces and resource databases:
Research into standardized exchange formats for manual assembly
task processes,CAD data and resource data carried out by research
institutes and OEMs on the "AutomationML" standardization board
(see [131]) is ongoing. In addition, support of open protocols is pro-
vided by means of assembly paths, online tracking devices and kine-
matics. OEMs have compiled comprehensiv resource databases that
they intend to use in virtual environments. However, generic assem-
bly validation tools often do not have import functionalities for these
databases since they do not have any previous knowledge on this
proprietary information. Using the commercial tools, all resources
must be imported separately as a singular resource item. Batch assess-
ments must be able to import entire resource databases at once, such
as a screw-driver database, tooling database, assist devices database,
point cloud scans of factories and part annotation databases, such as
screws, clips, nuts and bolt databases.

De�ciencies in the VMS key properties: None of the commercial
assessment validation tools offer ways to natively drive the VMS's
hardware. For enabling the VMS's key properties, the software needs
to render multiple asymmetric views (Exo & Ego perspectives, VR,
AR and powerwall) as well as true to scale orthographic bird's eye
views for �oor visualization, true to scale orthographic side views for
powerwall visualization and must have standardized interfaces for
augmented reality hardware.

Overall, this leads to the conclusion that a novel virtual prototyping
software program is required which eliminates the drawbacks of com-
mercially available tools mentioned above. In 2015Choi et al. stated
in their literature review on virtual reality applications in industrial
settings: "Now, it is important to connect and integrate these VR tech-
nologies and ef�ciently implement them in the manufacturing area"
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[124]. None of these systems inherit the ability to support all VMS

framework's key properties for collaborative workshop environments.
Therefore, as part of the publicly funded research project "ARVIDA"
a novel virtual assembly validation simulation environment has been
developed. In the context of this doctoral thesis, multiple parts of this
assembly validation software were presented in the Springer book
"Webbasierte Anwendungen Virtueller Techniken" by Schreiber et al.
[132].

6.3 implementation of a batch cve assessment simula -
tion environment

The features of the so called "veo" virtual prototyping tool are de-
scribed in the following sections: Authoring and data provisioning
for batch validation, rendering and visualization, general assessment
features, output devices, interactive components and a digital human
model. Figure 6.1 depicts the user interface of the assessment soft-
ware with its central features.

Figure 6.1: User interface of the assembly simulation software veo. (Left)
Product variants, manufacturing sequence and eBOM can be
switched. (right) 3D visualization of the virtual scene and bird's
eye view of the parametric cell layout. (upper right) Manipulat-
ing the interactive assembly simulation. (top) Active single part
visualization

6.3.1 Authoring and data provisioning

Generation of a holistic VE including PPR requires to integrate many
data sources (see also Mbang [33] for template-based modeling of
PPR). These data sources generate alternative structures for theVE and
must be fused for enabling batch assembly validations in PV work-
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shops. Data provisioning in veo fuses PPRstructures semi-automatically
in order to reduce preparation time for PV workshops.

Figure 6.2: Need for low authoring and preparation effort of virtual environ-
ments in process validation

As depicted in Figure 6.2, using virtual environments for worker
guidance and training, the VE can be reused multiple times as many
products are produced or many workers are trained using the same
VE. In contrast, production veri�cation VEs cannot be reused multiple
times. Having assessed all veri�cation criteria, the VE's purpose is
achieved and no further knowledge can be generated by using this
version of VE. Therefore, the overall goal is to reduce authoring effort
to a minimum or even to a fully automated data provisioning process.
Veo features multiple mechanisms to achieve this goal.

The product geometry is exported from the native PDM systems
to veo with its respective hierarchical product structure and bill of
materials (BOM). Engineering BOM structures, as depicted in Fig-
ure 6.3 for complex products typically contain multilevel structures
such as "Product -> Main Assembly -> Assembly -> Sub-Assembly ->
Position -> Position Variant -> Assembly part" (see Figure 6.4 and
"Infor" Engineering BOM [ 133]). Various manufacturing-related at-
tributes are attached to meta-data of product parts, such as de�nition
of screws, corresponding torque, weights, bounding boxes. This in-
formation is saved in a standardized, interoperable exchange format
called AutomationML [ 131]. Geometry information (Spline-based and
tessellated) and kinematics are saved in the ISO-standardized Jupiter
Tesselation (JT) �les [ 134] for lightweight product geometry �les and
its associated PLMXML �les for structure information. One summary
product model can inherit up to 100.000separate parts and 100giga-
bytes total data volume including all variants. A single buildable car
representation typically sums up to data volumes between 10 to 30
gigabytes.

Besides product data, process information must be imported into
the software. Process data consists of reports sourcing from the native
production planning system and inherit information on all detailed
work plans, namely the manufacturing sequence for manual assem-
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Figure 6.3: Example for a multilevel product structure of a car eBOM. (Right)
Multiple levels "main assembly", "assembly", "sub assembly",
"Position" and "Sub-Position" is depicted for the example "Heads
Up Display System" (product structure according to a 2mac1.com
[135])

bly operations. A connection between the product eBOM and man-
ufacturing sequence hierarchy must be established (see Figure 6.4).
Planning data is represented as a spreadsheet �le, which contains
alphanumeric information on the work task descriptions. They are
listed in the execution sequence of the manufacturing plant with its
respective organizational structure (Factory -> Assembly Line -> Cell
-> Workstation -> Work Tasks). Additional attributes in the manufac-
turing sequence information are used to interlink product geometry
with the manufacturing sequence. Additional information on the pro-
cess is imported, such as product codes, variance, building frequency,
building times, building grades, and safety relevant information. The
interconnection between the product geometry and the process can be
carried out by matching each part of the product to the process. For
example, the "assemble rear mirror" work task has a "product geom-
etry reference" attribute for matching the correct product geometry
in the DMU �les. Once all processes are connected with each single
part of the product, the entire car is restructured in an alternative hi-
erarchy which is then called the manufacturing sequence hierarchy.
This process already represents the logical structure of the future pro-
duction plant, where each part is assembled into the car at a certain
workstation. All this process information is fused in the assessment
software.

The product data and the alphanumeric process information are
fused automatically. In this way, the respective manufacturing state
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Figure 6.4: Interconnection between product BOM, manufacturing sequence
hierarchy and work task descriptions

at each workstation can be deduced automatically as well as the as-
sembly line instances. Pre-assembly workstations are positioned in
the assembly tree, where the pre-assembled parts are delivered to the
main assembly line according to the "herringbone principle."

Figure 6.5: Schematic import and data fusion process to crate a scene for the
virtual assessment software

To obtain a holistic view of the workstation, DMUs of additional
tools and utilities are required, such as racks, carriers, garbage boxes,
screwdrivers databases, specialized tools and handling devices. These
databases are imported and labeled as such, as shown in Figure6.5.

Furthermore, if additional DMUs of the factory are available, entire
plant or factory layouts can be imported. Factory 3D data can be rep-
resented as point cloud scans [136] or meshed 3D factory data. This
data is integrated in the VE to obtain a better idea of what the work-
station will look like in the future. A typical example for a validation
task using this plant data is checking restricted areas such as evac-
uation routes that might collide with the future workstation. Recent
research focuses on the integration of large-volume point cloud scans
instead of CAD models for the same kind of use cases (see Gong et
al. [136], Lindskog [ 137], Shellshear, Berlin & Carlson [138]). In con-
trast to static CAD geometry or static scans, standardized paramet-
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ric cell layouts can be imported as well. Parametric cell layouts are
used to keep the VE more �exible so that quick changes can be made
throughout the validation workshop. For example, racks shelves can
be modi�ed in terms of height, angle, amount and type, whereas in
a CAD geometry this is not easily possible. Such parametric layout
data also inherit information on cell size, workstation size, walking
paths, no-go areas, racks, carriers, cartridges, picking zones and most
importantly the interconnection with the product structure. The posi-
tion of a product in a parametric cell layout can thus be visualized in a
rack (beginning position) and after assembly in the car (end position).
The data sources must be geometrically aligned in the virtual plant
by determining the transformation. Especially for VR assessments a
plausible cell layout as a background is required to generate a feeling
of presence in the scene. Standardized3D import geometry formats
are JT, OBJ or STL.

6.3.2 Rendering and visualization

Rendering speed is a crucial aspect for virtual prototyping with DMU .
A minimum refresh rate of 30 Hertz is required, and for immersive
output visualizations a rate of at least 90 Hertz is necessary for both
eyes to achieve a convincing interactive manipulation of the environ-
ment (compare [126]).

DMU models with up to 100 gigabytes of data must be visualized
at those interactive speeds. In contrast to the gaming industry, where
objects are reduced and optimized for the hardware platforms, in-
dustrial applications cannot manually optimize the product to lower
polygon counts. The applied real-time renderer [ 139] is called "visibil-
ity guided renderer"(VGR) for large datasets made by 3Dinteractive.
"Typically for extremely huge CAD data (>100million polygons) more
than 99% of data is excluded from rendering" [ 140]. This rendering
platform is intended "for interactive handling of massive data sets."
It was initially presented to face the "data explosion" problem in CAD

data for "automotive, aerospace and construction models" [ 141]. They
offer volume independent rendering capabilities so that the entire
car with all variant geometries and all additional information can be
rendered with interactive speeds. Therefore the volume independent
rendering offers various culling techniques, such as occlusion culling
[142] (only visualize the top-most visible layers) and frustum culling
techniques. Visibility guided rendering identi�es non-visible objects
during run-time to exclude them from the rasterization process and
therefore achieves constantly high rendering rates. When index struc-
tures are applied, the time required for calculation "rises signi�cantly
less than linearly with the data volume" and "for certain model sizes
the calculation effort is almost independent from the object data vol-
ume" [140].
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When the DMU is imported into the software, the material is set to
non-specular material and diffuse material color is applied from the
standardized color table. For this reason, the product does not look
photo realistic but the parts are clearly distinguishable. Veo allows for
the visualization of all product variants (summary product), engines
and gearbox variations at the same time, including the entire factory
environment.

Hence, in multi-user environments stakeholders want to use indi-
vidual output components while sharing the same physical space and
the same virtual environment. Distributed rendering thus ensures the
scalability of the collaborative virtual environment for asymmetric
views. Each output, for instance each VR output and high resolution
powerwall, is rendered on a dedicated workstation. The scene graph
is synchronized via a network between multiple veo instances.

Standard usage of veo has two high resolution rendering views.
The main rendering view shows the product in its respective manu-
facturing state with the complete surroundings. A second rendering
view displays the currently selected, single assembly part visualiza-
tion. According to the actual work tasks in the batch assessment, the
details of this single product can be assessed. For example, this view
can be used to cross validate whether the corresponding work task
description matches the geometrical �xtures.

6.3.3 Assessment-related features

Veo allows the visualization of entire summary products and code-
derived buildable products . Summary products are not buildable in
the physical domain but enable planners to compare all DMU variants
simultaneously. For instance, 10 different front bumpers can be visu-
alized at the same time to get an understanding of the same �xture
concepts. So called code rules derive single buildable products from
a summary DMU . Instant switching between preprocessed summary
products and single buildable products is an essential feature in veo.

In PV workshops, a speci�c product is built up in the respective
manufacturing sequence of the upcoming factory. Veo follows this
approach in the virtual domain as well and enables the visualization
of each product's manufacturing state for the respective workstations
with one click. Validating such a manufacturing sequence of a single
buildable car allows problems such as sequence issues to be resolved
by altering the process information. An example here is an already
installed part blocking the assembly of a subsequent one. In this case,
the manufacturing sequence would have to be changed.

Comparing multiple buildable products can be cumbersome since
the combinatorics of assembly parts are high. Therefore the product
comparison feature allows colors to be assigned to each product. In
this way, production engineers can easily distinguish product differ-
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ences in the manufacturing sequence structure, work task description
list and of course in the DMU rendering view. For example, products
with 12V components are coded red and products with 48V compo-
nents are coded green.

The product structure itself does not resemble a geometric neigh-
borhood but represents a logical structure. That is why an additional
structure element is available in veo, namely components. Compo-
nents are used to create an alternative structure for geometric neigh-
borhood elements. For instance, all parts belonging to the left front
door should be clustered logically when kinematics are de�ned for
the left front door. Respective parts of this left front door are spread
all across the eBOM structure. Electrical parts, chassis parts and cover
parts are all added to one component called "Front door left" in the
component alternative hierarchy. These components are used to in-
stantly switch the visibility of the whole component, to set compo-
nents to semi-transparent and to de�ne the kinematics of the compo-
nent.

Thesekinematics are assigned to component structures. In veo sim-
ple kinematics are practical approximations of what are often more
complex kinematics. Linear and rotary translations can be attached
to each component so that the doors, motor hood, rear door and ad-
ditional machinery can be animated. For example, when simulating a
marriage of the drivetrain components, the mech frame can be easily
animated by means of linear animation.

Alphanumeric work task descriptions are �ltered and displayed
in a list view according to the current respective manufacturing state
or eBOM selection. One summary car contains up to 50,000work task
descriptions, whereas a single work cell can have up to 50 alphanu-
meric work tasks. In the authoring stage, product and process struc-
tures become interconnected. Workshop participants can display all
corresponding work tasks that come with a selected part or a selected
workstation. The list of work task descriptions is �ltered accordingly.

Cross-highlighting between PPR structures is one of the most fre-
quently applied features. Selections made in one of the PPRstructures
will lead to a (multi-)selection in both other corresponding structures.
For example, when selecting a work task description, the linked as-
sembly parts are highlighted in the overall car manufacturing state,
or when selecting a whole cell in manufacturing sequence, all assem-
bly parts that belong to this cell are visualized separately and high-
lighted. Meanwhile, the selected assembly part is also visualized in
the single parts rendering window. A cross-highlighting functionality
shows this speci�c connection. The same holds for selections in the
eBOM structure and the manufacturing sequence structure.

Another essential feature is the animation of product and assem-
bly part trajectories in relation to the factory environment. The height
of the product can be transformed relative to the �oor and the angle
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of the �oor in order to permit reachability and visibility studies. Dif-
ferent types of skids (work height differences) can be simulated easily
using this feature. Given a certain cycle time and length for each cell,
the dynamic visualization of product structures is made possible. In
the case of a parametric cell layout, start transformation (assembly
part in carrier) and end transformation (manufactured state) of an as-
sembly part are de�ned. A linear transformation between both points
is visualized for a better understanding of the processes. The assem-
bly parts thus �y into the car "step by step" just as the manufacturing
sequence describes the process. However, this animation does not in-
clude collision avoidance and path planning.

Search functionalities are given for all PPR structures. With thou-
sands of objects in the summary PPR structure, a full text search
makes it possible to �nd items. Results are clustered by object type
and selected in the hierarchy they are found in.

For detailed assessments,DMUs can be sliced and cut . Especially
in cluttered environments, detail assessments are important for prod-
uct optimizations. The same is true for measurement possibly . Point,
linear, circular and volumetric measurements are possible using veo.

Having assessed all veri�cation criteria for each workstation, multi-
ple outputs are generated such as tracking lists, veri�cation KPIs and
screenshots of revealed issues. A screenshot functionality automat-
ically fuses alphanumeric information about the selected assembly
parts with the manufacturing state rendering window.

6.3.4 3D rendering features

Three different rendering windows are integrated for the visualiza-
tion of the same VE: Integrated assessment view, assembly part detail
view and orthographic bird's eye view. All render views can be ren-
dered on custom screen resolutions and on distributed workstations.
In the integrated assessment view, the selected assembly part can be
centered using the "�y-to functionality" .

The integrated assessment rendering visualizes all imported com-
ponents: Product, processes, factory layouts, tooling and machines.
There is global ambient illumination combined with a headlight at-
tached to the virtual camera with an offset of 50cm to the top right
for better shading. The color of product parts is determined by the
product itself. No textures are applied to the products and random
colors are used to distinguish the parts.

The assembly part rendering displays the selected assembly parts
or multiple selected assembly parts only. This helps to identify the
part structure itself. It can be either selected by product structure
parts or manufacturing sequence parts. Illumination, color and shad-
ing are the same as in the rendering window mentioned above.
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The bird's-eye view rendering has been tailored for �oor visual-
ization devices supporting the augmented �oor surface described in
Chapter 8. This rendering window uses an orthographic virtual cam-
era in order to show VE true to scale with no perspective issues due to
camera focal length. The virtual camera is set at a height of 10m and
can be altered in terms of its native width and height and its result-
ing aspect ratio, so that it corresponds to the applied hardware �oor
visualization output device. When the operator mode is enabled, the
connection between the applied physical output hardware represen-
tation and the VE can be visualized (see Figure 6.6). When the "�oor
visualization output" is enabled, a virtual representation of the output
hardware is visualized in the VE. Users can thus easily see the regis-
tration of hardware devices and the virtual scene and interactively
change transformations between them.

Figure 6.6: Blue �oor plane represents the coupling / registration between
�oor visualization hardware and the VE. (left) Integrated assess-
ment scene, (right) bird's eye view

6.3.5 Interaction concepts

Building a car virtually requires 3D (3 DoF and 6 DoF) interaction
capabilities, such as natural user interfaces [116], [117], [120]. The vir-
tual camera can be manipulated in three ways. Using regular HID,
such as a mouse, the camera position (viewpoint) can be manipu-
lated using a left click and orientation with center click press-and-
hold. Zoom capability is realized using the mouse wheel. For more
intuitive interaction, all 6 DoF can be manipulated at the same time
using a space mouse controller with position, orientation and zoom
features. Another way of intuitive view point and orientation manip-
ulation is using Kinect (see Chapter 7) tracking capabilities. Kinect
tracking can be attached to the viewpoint of the user's head position
and orientation. In this way, CAD data can be explored interactively
and intuitively. The user gets the impression that the virtual camera
is directly attached to his head.

Furthermore, manipulation of objects is enabled using standard-
ized protocols. When standardized tracker protocols are used, a wide
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range of commercial peripherals can be employed in veo for object
assembly simulation. So called Virtual-Reality Peripheral Network
(VRPN) allows for a device-independent and network-transparent trans-
mission of virtual reality peripherals [ 143] and is a standardized pro-
tocol for tracking data and both digital and analog controller in-
puts. Besides time synchronization and various prede�ned commer-
cial trackers, VRPN also offers multiple simultaneous connections to
devices. In addtion, ART protocol is a pseudo-standard for commer-
cial multi- DoF tracking devices and controller inputs. Both protocols
are implemented as an input interface for object tracking peripherals.
These trackers can be attached to the dynamic assembly parts, also
de�ning an offset to each of them. When a tracker is attached to the
assembly part, tracking data can be used to join the assembly part
and product in a realistic manner. Input trajectories of objects can be
recorded easily and replayed in the VE. Interaction devices such as
the HTC Vive controller can also be used as a VRPN tracker.

6.3.6 Digital human model

Similar to object tracking capabilities, having a DHM is crucial for the
assessment of a manual assembly processes (for automotive assess-
ments see Chaf�n [ 144]). Ergonomic aspects, viewpoint evaluations,
reachability studies and collision checks all rely on digital human
models as depicted in the DHM interaction cycle in Figure 6.7. Be-
sides the vast variety of DHM s in research and commercial products,
in veo a Cal3D based digital human model is applied.

Figure 6.7: Interaction cycle for an isometrically registered augmented �oor
surface and DHM animation

Cal3D is a skeletal character animation library that can be used
to apply different avatars to the DHM . Avatar appearances, called
skins, are ported from avatar libraries such as "Rocketbox Libraries"
or MakeHuman [ 145]. For Cal3D interactive animation of the skele-
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tal rig, the same tracking protocols are used as described in the ob-
ject tracking paragraph above, namely VRPN and ART. In contrast to
single 6 DoF object tracking information for each trackable, for the
transmission of human skeletal information each VRPN channel typi-
cally contains 18 to 77 data sets, each with6 DoF tracking information.
Each item of 6 DoF information contains a translation of a joint. This
information is applied directly to the skeletal character. Using VRPN

to stream all of the skeletal tracking information results in a �uent
skeletal DHM animation.

H-Anim 200x or "Humanoid Animation" [ 146] is an ISO/IEC FCD
19774 standardized way of describing humanoid animation . This
standard describes three levels of articulation and nominal body di-
mensions for a DHM skeleton. Cal3D uses "level of articulation" one
resulting in 18 joints without manipulation of �ngers, whereas when
fusing �nger tracking information, level two is applied with 71 artic-
ulated joints. Not necessarily all joints must be set by the tracking
device as a subset of joints may be transmitted only. For example,
Kinect V2 skeletal information delivers 21 positions - most of them
containing orientation information (see Section 7.3.4). The mapping
of tracking information onto a skeleton is called targeting, whereas
mapping from one skeleton to another is called retargeting. This lossy
registration process tries to reduce the overall error rate by adjusting
lengths of the segments and mapping joint angles properly on the
resulting skeleton.

With this DHM , two different full body motion capture systems are
integrated, namely both ART Body and Kinect V 2 skeletal tracking.
In addition, leap motion �nger tracking can be fused onto the full
body trackers, which extends the full body skeletal tracking data to
include �nger tracking data.

Veo DHM allows the end effector of the human to be manipulated
by selecting the hand and manipulating it using a space mouse in
3D. Inverse kinematics allows stretching and bending of the upper
arm and upper body according to the required position. In contrast
to more sophisticated inverse kinematics, this feature can be used
for quick reachability assessments (compare other simpli�ed inverse
kinematic approaches [147].

For the assessment ofdifferent anthropometrics , the avatar can be
altered using a population library. Body height and individual seg-
ment lengths of the DHM can be set, so that reachability studies with
different character proportions can be assessed. Additionally, multi-
worker processes can be interactively simulated by inserting up to six
DHM s. Even though standardized tracking protocols allow the trans-
mission of additional annotation data besides the skeletal tracking
data, no re-identi�cation of tracked persons is implemented (com-
pare markerless user identi�cation using body lengths by Hayashi et
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al. [148]). Therefore, the DHM avatars are assigned to the tracking data
in the order of appearance.

6.3.7 Virtual reality implementation and user interface

Virtual reality using head mounted displays has been researched for
several decades [149]. VR implementations in the manufacturing in-
dustry must serve an overall purpose, such as higher quality vali-
dation results [ 80] or shorter task completion times. In general, VR

allows users to be immersed [150] in the VE and can generate the
sensation of presence in the virtual environment. Nevertheless, this is
not a suf�cient reason for utilizing VR in the manufacturing industry.

Veo enables virtual reality assembly validation and is optimized for
usage with the "HTC Vive Pro" HMD hardware. Using VR, the overall
goal is to achieve better planning quality, as the whole assembly pro-
cess can be interactively validated. Typical examples of interactive
VR optimization aspects are packaging, visibility, assemblability, pro-
duction ergonomics, process quality, process ef�ciency, logistics, walk
paths and many more.

In VR, the operator performs the entire assembly task according
to the process plans, from picking the virtual assembly part out of
the carrier, boxes and racks, carrying it to its geometric destination,
assembling it in the product and, if required, using a virtual tool such
as a screw-driver. The car is rendered in its respective manufacturing
state. At the beginning of each cycle time, assembly parts of this cell
are located in the racks and carriers. The car continuously moves
at a constant speed on the virtual assembly line through the virtual
cell. This provides operators with useful insights into the geometric
circumstances in the workstation, the overall process �ow and the
upcoming product. For example, situations with bad visibility, bad
ergonomics or too narrow clearances can be revealed.

The non-VR workshop participants can observe the VR user's ac-
tivities from a third-person perspective on additional renderings. All
participants are able to follow the assembly procedure. This repre-
sents a collaborative, co-located asymmetric output situation (also see
Gugenheimer et al. with ShareVR [109]).

6.3.8 VR user interface

Just like the veo desktop UI , the entire assembly simulation operation
can be controlled inside the VR environment as well. The operator
sets VR user's height to the corresponding body height once at the
beginning. The hands of the DHM are geometrically attached to the
controllers to allow self embodiment of the VR users. When both DHM

"full body tracking" and VR are activated at the same time, theVR con-
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troller positions overwrite the left and right arm tracking information,
due to the higher tracking accuracy of the controllers.

Assembly parts are de�ned as dynamic objects and can be grabbed
by approaching the virtual object with a controller and then picking
the object (see Figure6.9 right). Both "press-and-hold" and "click-to-
grab" have been implemented and these variants are assessed in a
usability study below. When grasping and mounting the assembly
parts, a vibro-tactile feedback is given by the controllers. When the
user successfully �nishes the current assembly step, the next work
task is activated automatically with the corresponding dynamic ob-
jects.

For the direct assessment of different process variants in VR, a pro-
cess switching possibility is included as a non-diegetic overlay menu
in 3D space. Figure 6.8 (left) shows the 2D menu with its option for
switching cells, workstations, work tasks and its corresponding dy-
namic assembly parts. In addition, the full text of the work task de-
scription is displayed in the upper right hand corner of the menu.
When opening the menu, its orientation is orthogonal to the user's
viewing direction and is placed at a distance of 4m in his viewing
direction. Both �xed position and �oating position menus are imple-
mented. The advantage of �xed position menus is that the user is able
to approach to the menu after opening it up.

As the VMS is intended to be used as an isometrically registered
virtual environment, there are no in�nite tracking frustum and move-
ment space for VR usage. Therefore, avirtual teleportation function-
ality has been implemented (see Langbehn et al. [107] for VR tele-
portation effects). Figure 6.8 (center) depicts this "reposition mode"
in VR space. The user enables the reposition mode on the controller.
Rays point straight from the controller. When the user triggers the
teleport functionality on the controllers, his/her new location corre-
sponds with the intersection point of the ray and the �oor plane. This
allows the the user to move quickly within the VE - without mov-
ing physically. Changing the orientation around the up-axis can be
achieved by using the controller's circular touchpad in the relevant
direction.

Another VR feature for assembly assessments arevisual location
indicator cues for assembly instructions. Oftentimes geometrically
similar assembly parts must be assembled. Figure 6.9 (right) shows a
visual approach indicator of the dynamic assembly part. At the part
destination a semi-transparent duplicate of the part is visualized and
highlighted by blinking. The closer the VR user brings the object to
the �nal position and orientation, the more the semi-transparent ob-
ject changes its color from red to green. During the �nal approach of
the assembly part within a radius of 1 cm and 5° difference, a snap-
ping functionality helps to assemble the part in the �nal position,
determined by the product geometry.
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Figure 6.8: veo VR user interface components: (left) VR process menu, (center)
VR reposition mode, (right) enhanced virtual controller represen-
tation

Figure 6.9 (left) depicts the visual assembly part discovery cue to
determine the position of an assembly part or assembly goal in 3D
space. Both controllers visualize a blue ray which points towards the
goal, depending on the work step progress. Before picking an object,
the rays point to the assembly part's position in 3D space (i.e. part in
rack), whereas after picking a part, the ray points towards the �nal
destination (i.e. trunk of the car). This allows even untrained opera-
tors to identify the correct assembly parts and �nd their destinations
easily even if there are multiple similar parts.

Figure 6.9: Optimization of veo VR user interface components: (left) visual
part indication cue, (center) VR controller help, (right) assembly
part approach cue

6.3.9 Informal VR evaluation and optimizations

After the veo VR capabilities had been shown to visitors of a public
trade fair, 18 guests �lled out the feedback questionnaires. All users
were asked to write down their optimization ideas informally, as a
type of "thinking out loud" exercise. The following optimization po-
tentials were revealed and have been implemented:

As described in the features section, the DHM is registered to both
the controllers and the full body tracking system. On the one hand,
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this provides a good sense of embodiment in VR, whereas on the other
hand full body tracking jitter caused some motion sickness. Thus a
way of hiding the DHM embodiment only in VR has been imple-
mented.

Furthermore, an alternative representation of HTC vive controllers
has been modeled. Figure 6.8 (right) shows the standard HTC vive
representation, which corresponds to the physical controller as well
as the alternative model. This representation is helpful for a plausible
VR experience but the virtual origin is not made clear enough. This
leads to confusion when gripping small assembly parts, with dimen-
sions smaller than the controller dimensions. As a solution, the vive
controller has been remodeled so that the lower parts still correspond
to the physical geometry, whereas the upper parts clearly indicate
the virtual origin of the controller with an accurate point. The origin
sphere has a diameter of 1mm.

Novice VR users asked for a help functionality on the controllers
as the functionalities were explained to new users once but they were
unable to remember all user interface components immediately. That
is why virtual controller labeling has been added as a diegetic 3D
controller description. All button functionalities are described as 3D
labels next to the controllers, as can be seen in Figure6.9 (center),
such as "Grab" on the trigger button, "calibrate" on the side button,
"Menu" on the top button and "Navigation" on the touchpad. Textures
of the virtual controllers have been altered to help users distinguish
between left and right controllers (see Figure 6.9 center).

Users also suggested optimizations for the VR process menu inter-
face. Font size has been adapted to real data and the process menu
placement has been reduced to the �xed position variant, since the
�oating position variant was opposed by all users due to limited HMD

resolution and blurriness in the edges of HMD .

6.4 virtual reality assembly assessment benchmark

When VR is implemented in veo for PV use cases, immersion is not
an end in itself but must be bene�cial to the overall assessment goal.
In the literature, immersion is described as one of the main advan-
tages of VR, but for professional use of VR, users expect to achieve
their goals either with a higher quality or in a more ef�cient way.
Multiple papers propose using VR for better immersion and better
spatio-temporal understanding of the upcoming production process
(compare Bowman et al. [150]).

In this chapter the " VR assembly assessment" (VR2A) benchmark
is proposed as a uni�ed experiment design, in order to quantify the
practical VR system's performance without measuring the VR interac-
tion cycle in�uence parameters. More precisely, VR 2A measures the
user's ability to visually assess the assemblability of the digital mock-
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up (DMU) with respect to two independent variables: Assembly part
sizes and clearances. The user represents both the operator and the
product assessor at the same time, just as in realPV workshop sit-
uations. VR2A measures whether production engineers can achieve
their assessment goals even with small parts and low clearances and
how small both may be.

6.4.1 State of the art

Nowadays research presents many purpose driven VR applications,
such as excitement in gaming [109], positive emotions for point of sale
applications [ 151], novel rehabilitation methods [ 152] in medicine,
more effective learning in schools [ 153], [154] and of course VR in au-
tomotive production. For the manufacturing industry, Zimmermann
presents a brief overview of VR use cases in his survey [155] as well as
Ottoson [156] throughout the product development process. Lawson
et al. discuss future directions of VR for automotive manufacturers in
a survey of 11 engineers, which shows further VR development needs
[157]. Berg and Vance present an overview of the application scenar-
ios in product design and manufacturing [ 158]. Multiple academic
publications on VR in automotive production are presented in the fol-
lowing topics: Production veri�cation and maintenance (see Gomes
de Sá and Zachmann [26]), training use cases [159], [160], product de-
sign and packaging [158] and continuous improvement process [ 82].

All of these use cases share the same goal: They applyVR tech-
nology for a better spatio-temporal understanding and immersive-
ness for users. BasicVR research presents the effects immersion on
behavior in VEs and its effectiveness. Immersion creates a feeling of
presence in the VE or of "being there" and is often described as "the
outcome of a good [gaming] experience" [ 161]. Jennett et al. have re-
searched immersion experiences in games and found that immersion
can be measured both subjectively using questionnaires and objec-
tively by measuring task completion time or eye movements [ 161].
Interestingly, Ellis [ 162] doubts that presence might directly lead to
better task performance, for instance when a more abstract view of an
environment is required in �ight control use cases, for achieving the
goal. Beforehand, Witmer et al. present the widely known "presence
questionnaire", which became a standard for measuring presence in
VR [30] and is also applied in this study. Bowmann and McMahan ask,
how much immersion is enough in VR [150] and give an overview on
empirical studies which show that full immersion is not always nec-
essary.

Overall, the literature does not include any uniform experiment de-
sign as a benchmark for VR assembly assessments for quantifying the
VR system's limitations. Most closely, Funk et al. describe a uniform
experiment design as a benchmark for evaluating interactive instruc-
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tions using augmented reality for assembly tasks [ 163], which differs
in the benchmark scope, since Funk et al. evaluate task completion
times whereas VR2A is intended to quantify the geometric limita-
tions. Therefore, research currently does not provide any answers on
how to measure the limitations of such VR assembly assessment sys-
tems.

6.4.2 In�uence parameters on the overall VR purpose

The VR interaction cycle consists of tracking devices, simulation soft-
ware, rendering pipelines, hardware devices and of course the user.
Each of those components inherits various sources of errors, unpre-
dictable behavior and in�uence parameters. Figure 6.10depicts a sim-
pli�ed VR interaction cycle including exemplary error in�uence pa-
rameters for each component. The following exemplary error sources
limit the overall VR system's performance:

Figure 6.10: Block diagram of VR interaction cycle including error in�uence
factors

• Stable and precise tracking is crucial for a good VR experience.
All tracked components need precise 6 DoF tracking. Typical lim-
itations of the tracking system are optical occlusions, limited
spatial frustum and limited tracking precision, jitter and accu-
racy.

• The simulation software also introduces multiple sources of er-
rors in the interaction cycle, such as unsuitable usability, render-
ing issues, scene lighting, simulation software properties and
missing collision detection and avoidance.

• VR visualization devices such as HMD s have a limited �eld of
view, limited motion-to-photon latency, limited framerate and
resolution. This is why visualization additionally induces errors
in the interaction cycle itself.
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• Finally a major in�uencing factor on the overall system perfor-
mance is the user himself/herself. For ful�lling the overall VR

simulation purpose, he/she must be able to interact with the en-
tire system, which means the respective training degree can be
a potential source of errors. Additionally, limitations in physiol-
ogy, vision and perception in general will in�uence the overall
VR assessment results, such as human tremble or uncorrected
vision.

As the above non-exhaustive list of errors shows, there are too
many in�uencing parameters to control every single one of them.
Nevertheless, users are not interested in quantifying these VR sys-
tem properties but want to know whether they can reach their VR as-
sessment goals ef�ciently. That is why, from a production engineer's
perspective, each single error parameter presented in Figure 6.10 is
less important than the overall VR system's performance. The respec-
tive error parameters in the interaction cycle can be regarded as a
black box with an overall limitation for reaching the assessment task.
Therefore, when using a VR2A benchmark, the system is tested for
its applicability towards its native purpose.

6.4.3 The VR2A benchmark

VR2A is proposed as an open standardized experiment design for the
evaluation of a VR system's overall geometric limitations for assembly
assessment scenarios and is considered to be "quick and easy." The
VR2A scene is publicly accessible here:https://skfb.ly/6FQOV

Two parameters are varied in an abstract assembly task: Clearance
and assembly part sizes. By conducting the VR2A benchmark, the
user gains quanti�ed insights into how small the assembly parts
and clearances can be to still obtain reliable assembly assessment re-
sults by production engineers. VR 2A speci�cally abstracts all above-
mentioned in�uencing and error parameters within the interaction
cycle and only focuses on the assessment results relevant for assem-
bly: Assessment of clearances and part size limitations.

VR2A carries out an abstract assembly task, inspired by a kids'
game called "shapes sorting toy" (see Figure 6.11). The virtual real-
ity scene has been published to set VR2A as a standard benchmark.
As depicted in Figure 6.12, within the virtual environment, there is
a static table, six static discs each with �ve cavities on a wall. As
depicted in Table 6.1, six dynamic, graspable cubes are placed on a
table.

All six discs are placed on the wall, which are rotated horizontally
and �ipped at randomized angles. Each disc contains �ve cavities
corresponding to the sizes of the cubes (see Figure6.11). Each disc has
�ve cavities at a size of 97%, 100%, 103%, 105% and 110% relatively
to the corresponding cube size (see Figure6.11 bottom). For example,
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Figure 6.11: Overview on the standard experiment design of VR 2A and the
two independent variables: Size and clearance

Table 6.1: Description of cubes in VR2A benchmark

Cube Size Color

XXS 6.25 mm red

XS 12.5 mm orange

S 25 mm yellow

M 50 mm green

L 100mm cyan

XL 200mm blue

the XL disc's 100% cavity exactly matches the size of the XL cube. The
L cube does not �t in the respective " 97% L cavity", but the S cube
does �t in the respective " 103% S cavity."

The procedure of the benchmark has a straightforward design: Each
participant inserts all six cubes in each of the �ve corresponding cav-
ities of the matching disc size. For example, the L cube must be as-
sembled in all �ve L disc's cavities in randomized order. Unlike the
experimenter, the user does not know the correct answer. Possible
answers are "Fits in," "Does not �t in" and "I can't assess it." The ex-
perimenter tells the participant that the goal is not to insert the cube
without collision but to assess correctly whether it could be mounted
that way – according to real production validation tasks. The scope
of this task does not include task completion time.



6.4 virtual reality assembly assessment benchmark 109

The results are calculated as follows: Each of the three possible
answers is sorted into matrices containing the relative frequency for
each condition. These relative frequencies of the answers "Fit in" (APositive ),
"Does not �t in" ( ANegative ) and "I'm unsure" ( ANeutral ) are calcu-
lated. Equation 6.1 calculates the relative homogeneity of answers
between the assessments. IfSHomogeneity equals zero in the matrix,
the value of 0% would indicate that the same number of people state
"Fits in" and "Does not �t in." Therefore, the assembly assessment
would not include any reliable results.

Shomogeneity = abs(APositive - ANegative ) (6.1)

The overall VR2A score SVR2A additionally penalizes "I'm unsure"
feedbacks by the participants (see Equation 6.2). Therefore, the VR2A
score can be interpreted as the overall uncertainty for each variation
of size and clearance.

SVR2A = ( abs(APositive - ANegative ) - ANeutral ) (6.2)

SVR2A can therefore theoretically range from - 100% to 100%. Using
these results, the overall VR system limitations can be explored using
VR2A. Setting an individual threshold of, say, 80% VR2A clearly il-
lustrates how small assembly parts and clearances may be in order to
achieve the personal VR assessment purpose.

6.4.4 Setup, stimuli and design

In this study we use the VR 2A benchmark to evaluate the overall
performance of a veo VR assembly simulation system applied in the
automotive industry. This is used to carry out validations on assem-
blability. Even though automotive products and the resulting assem-
bly paths can be more complex, this abstracted assembly task gives
useful insights into the system's performance.

The hardware setup consists of a HTC Vive Business Edition (110°
�eld of view, 2.160x 1.200resolution) attached to a high-performance
Intel Core i 7-8700k PC, 16GB RAM with a GTX 1080TI graphics card.
The tracking devices are calibrated in accordance with the technical
speci�cations. The open VR2A scene is loaded in a proprietary assem-
bly simulation software program called veo. This software natively
supports the HTC Vive headset via OpenVR. Assembly parts (VR 2A
cubes) are set to dynamic objects. No physics, collision detection or
gravity are turned on during the evaluation. Participants use the HTC
Vive VR controller. Its virtual representation is visualized 1:1 but ends
in a sharp cone as the root point to allow participants to perform
grasping operations with the highest precision (see Figure 6.12 right).
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Figure 6.12: (Left) Rendering of the open virtual environment with six differ-
ently sized cubes. (Middle) Explanation of disc cavities relative
to the corresponding cube sizes, which are not visible to the
user. (Right) Controller with sharp grasping point

6.4.5 Participants and procedure

For this study, 32 production validation workshop participants were
selected on a voluntary basis, such as research engineers, ergonomics
experts, production engineers and students - all working for various
planning departments in an automotive OEM company. This means
that this study was carried out with the intended key users of the
system. As users are an important performance factor in the VR inter-
action cycle, the overall population within the study should represent
the population of users, for example for PV workshops. They did not
receive any special rewards for taking part in this study. 24 male and
8 female participants took participated, ranging in age from 18 to 51
years (M=28.2, SD=6.7). All participants reported normal to corrected
vision.

The experiment consists of two parts, the VR2A experiment and a
�nal questionnaire. The experiment takes approximately 25 minutes
per user, 10 minutes for the VR 2A evaluation itself and 15 minutes
to �ll out the questionnaire. The experimenter describes the assembly
task in a standardized way. The participants are asked to familiarize
themselves with the VR environment, the controllers, the virtual scene
and the dynamic handling of the cubes by playing around with them.
When the respective participant feels con�dent with manipulating the
virtual scene, he/she completes all 30 VR2A assembly tasks. Start-
ing with the biggest cube (XL) and progressing to the the smallest
(XXS), each cube must be inserted in all �ve corresponding cavities of
each disc, but the experimenter randomizes the order of the cavities.
For each cavity, the user verbally tells the experimenter the result of
his/her visual assessment and whether the cube �ts into the cavity
without collision. If required by the VR user, the experimenter adjusts
the vertical height so that the user always has a comfortable view of
the discs. After �nishing the assembly task, the participant �lls out
questionnaire, consisting of �ve non-standardized assembly experi-
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ence questions and two standardized questionnaires, the "Prescence
Questionnaire" and the "System Usability Scale."

6.4.6 Results

The VR2A benchmark gives insights into the limitations on size and
clearance when performing a VR assembly assessment task. Figure6.13
depicts the relative frequencies of the according answers "�ts in",
"does not �t in", and "uncertain." Hence, for clearances > 100% the
objectively correct answer is "�ts in" whereas for < 100% clearance
scenario, the objectively correct answer is "does not �t in" since cubes
overlap with the disc. For a 100% clearance scenario, the expected an-
swer would be "uncertain" as the cube theoretically the cube �ts, but
practically in VR the cubes cannot be placed in a mathematically cor-
rect position without any overlap. Interestingly, for the " 100% clear-
ance scenario", an average of63.02% of the participants answered
"does not �t in" whereas only 26.56% answered "�ts in." Only 10.42%
answered "I don't know".

Figure 6.13: Relative frequencies of the participants' answers in VR 2A
benchmark over the different scenarios

The data presented in Figure 6.13 is the source data for calculating
the VR2A score using Equation 6.2. Results are shown in Figure 6.14.
Low scores indicate high uncertainty and inhomogeneity of answers.
The lowest VR2A value can be found in scenario 6.25mm sized cube
with 103% clearance with the value of -31.2%. Highest values have
been found for the biggest cube in 97% scenario: All participants rec-
ognized correctly, that the 200% cube does not �t in.

Plotting the mean VR2A scores over one of the two independent
variables provides interesting insights into the assessment performance
of the participants. Figure 6.15 plots mean VR2A scores over the cube
sizes in non-percentage values. One can clearly see that the VR2A
positively correlates with the size of the cubes, as indicated by the
2nd polynomial regression. For a 6.25mm cube size the mean score is
only 28.75% whereas the 200mm cube averages at83.75%.

Figure 6.16plots the mean VR2A results over the absolute clearance
scenarios. Low mean VR2A scores can be found for the scenarios
100% (26.04%), 103% (30.21%) and 105% (54.1%). For both the 97%
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Figure 6.14: Results of the VR assembly assessment score. Low values indi-
cate high uncertainty or inhomogeneity of answers

and the 110% scenarios, the scores are higher at82.29% and 88.54%
respectively.

In the open questionnaire, people responded to free questions us-
ing a 5-point likert scale from 0 (strongly disagree) to 4 (strongly
agree). They tended to be able to carry out collision checks purely
visually without the help of technical collision avoidance (M= 2.46,
STD=0.97). In accordance with the objectives results, subjectively the
participants also saw an increasing assembly complexity with de-
creasing object sizes (M=3.25, STD=1.39). Participants also stated that
complex insertion trajectories can be assessed inVR (M=2.84, STD=0.87)
and they were able to understand manufacturing processes better
than when using a conventional desktop PC (M= 2.97, M= 0.95).

Additionally, users reported on their favorite grasping method us-
ing the VR controllers. 53% (17) of the participants preferred the "click
and hold" grasping method, whereas 47% (15) preferred the "click-to-
grasp and release" method. The standardized questionnaire "System
Usability Scale" [28] scored 84.58 with 31 participants. According to
[164], the usability of the VR assembly simulation system can be inter-
preted as "good."

6.4.7 Discussion and practical conclusions using VR2A insights

From a practical standpoint, the VR 2A benchmark helps production
engineers decide on how reliable their assessment must be. They can
de�ne their own personal threshold and can thus easily derive how
small the parts and their clearances may be. For instance, they can set
their required VR 2A threshold to 80% and can get a rough estimate
of whether the assembly part can be assessed correctly, e.g. at the
150mm level or whether positive clearances should be bigger than
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Figure 6.15: Mean VR2A score over size scenarios with the respective 2nd

polynomial regression

110% (see Figure 6.15 and Figure 6.16). In contrast to robust parts
with large clearances, the VR2A threshold can be set lower to 50%.

Results also indicate that the same negative clearance can be de-
tected more easily compared to the same positive clearance. The mean
VR assembly score for a97% percent overlap performed a great deal
better than the 103% clearances. Even when comparing97% overlap
to 110% clearance values, they performed almost identically in terms
of mean VR assembly scores (see Figure6.14). In general, the maxi-
mum uncertainty was expected at no tolerance scenarios (100% clear-
ance), whereas the103% clearance cavity led to the overall smallest
VR2A values.

Results indicate that even though participants are encouraged to
tell that "I can not assess it" is a valid answer, they still tend to give a
judgmental answer such as "�ts in" or "does not �t in," even though
there is no clearance at all.

Subjective feedback from participants indicates potential reasons
for these system limitations: Human tremble and resolution of VR

HMD : For the cube sizes XS (12.5mm) and XXS (6.25mm), the vast ma-
jority of participants started holding the VR controller in both hands
to reduce human tremble. Tracking accuracy still seems to be more
stable than human tremble for small cube sizes. Therefore, in this
evaluation human tremble is currently the limiting factor for improv-
ing assessment performance (in comparison with HTC Vive precision
and accuracy also see Niehorster et al. [165]). Additionally, for the
smallest cube size (6.25 mm) all clearances are on a sub-millimeter
scale. Even though participants could move their head as close to
the discs as necessary, theVR HMD resolution was mentioned as the
subjectively limiting factor.
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