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Exercise 1 (Reduce operations, 8 Credits)

The framework reduce_max_sum sets up a large array in global memory on the GPU.

The goal of this exercise is to write a program that computes the sum, the max, and the argmax for
each block in one kernel call. Then these intermediate (per block) results are combined on the CPU.
In this exercise you can assume that the input vector has a power-of-two length (and all elements
are valid).

Example:
Input Array: 1, 3, -10, 0.2, 42.17, -0.1
Sum 36.27, Max: 42.17, Argmax 4:

Your task are the following:

a) Implement a version of the kernel that makes use of shared memory.

b) Implement another version of the kernel using global memory only for all intermediate results.

Note: CUDA does not support synchronization across different blocks of a kernel call.

c) Write are CPU reference implementation to compute the sum, max and argmax. Compare the
running times of all three solutions.

c) Describe (in pseudo code) how you could change your kernel so that it can handle vectors of
arbitrary length. (You don’t have to implement this version.) What could be detrimental to the
performance of this modified kernel?

Exercise 2 (Find the Synchronization Bug, 2 Credits)

In the following kernel for the dot product, there is a bug that will cause erratic errors, which might
look suspiciously like a race condition.

a) Find the bug. Hint: read the code carefully until the very last line.

b) Fix the bug by only adding one line of code. You don’t have to implement anything.
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1 g l o b a l
2 void dotproduct ( f loat ∗a , f loat ∗b , f loat ∗c , int N )
3 {
4 s h a r e d f loat cache [ threadsPerBlock ] ;
5 int t i d = threadIdx . x + blockIdx . x ∗ blockDim . x ;
6

7 i f ( t i d < N)
8 cache [ threadIdx . x ] = a [ t i d ] ∗ b [ t i d ] ;
9

10 // f o r reduc t ions , threadsPerBlock must be a power o f 2 !
11 int i = blockDim . x /2 ;
12 while ( i != 0 )
13 {
14 sync threads ( ) ; // wai t u n t i l a l l input data i s ready
15 i f ( threadIdx . x < i )
16 cache [ threadIdx . x ] += cache [ threadIdx . x + i ] ;
17 i /= 2 ;
18 }
19

20 // l a s t thread cop i e s p a r t i a l sum to g l o b a l memory
21 i f ( threadIdx . x == ( blockDim . x − 1) )
22 c [ b lockIdx . x ] = cache [ 0 ] ;
23 }
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